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Preface

Use the Informatica® Data Engineering Streaming User Guide to learn about the configuration, guidelines, and
usage of streaming mappings on the Spark engine in a non-native environment. The guide also includes
information about the transformation processing differences and the sources and targets that you can use in
streaming mappings.

Informatica Resources

Informatica provides you with a range of product resources through the Informatica Network and other online
portals. Use the resources to get the most from your Informatica products and solutions and to learn from
other Informatica users and subject matter experts.

Informatica Network

The Informatica Network is the gateway to many resources, including the Informatica Knowledge Base and
Informatica Global Customer Support. To enter the Informatica Network, visit
https://network.informatica.com.

As an Informatica Network member, you have the following options:
e Search the Knowledge Base for product resources.

e View product availability information.

e Create and review your support cases.

e Find your local Informatica User Group Network and collaborate with your peers.

Informatica Knowledge Base

Use the Informatica Knowledge Base to find product resources such as how-to articles, best practices, video
tutorials, and answers to frequently asked questions.

To search the Knowledge Base, visit https://search.informatica.com. If you have questions, comments, or
ideas about the Knowledge Base, contact the Informatica Knowledge Base team at
KB_Feedback@informatica.com.

Informatica Documentation

Use the Informatica Documentation Portal to explore an extensive library of documentation for current and
recent product releases. To explore the Documentation Portal, visit https://docs.informatica.com.



https://network.informatica.com
http://search.informatica.com
mailto:KB_Feedback@informatica.com
https://docs.informatica.com
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If you have questions, comments, or ideas about the product documentation, contact the Informatica
Documentation team at infa_documentation@informatica.com.

Informatica Product Availability Matrices

Product Availability Matrices (PAMs) indicate the versions of the operating systems, databases, and types of
data sources and targets that a product release supports. You can browse the Informatica PAMs at
https://network.informatica.com/community/informatica-network/product-availability-matrices.

Informatica Velocity

Informatica Velocity is a collection of tips and best practices developed by Informatica Professional Services
and based on real-world experiences from hundreds of data management projects. Informatica Velocity
represents the collective knowledge of Informatica consultants who work with organizations around the
world to plan, develop, deploy, and maintain successful data management solutions.

You can find Informatica Velocity resources at http://velocity.informatica.com. If you have questions,
comments, or ideas about Informatica Velocity, contact Informatica Professional Services at
ips@informatica.com.

Informatica Marketplace

The Informatica Marketplace is a forum where you can find solutions that extend and enhance your
Informatica implementations. Leverage any of the hundreds of solutions from Informatica developers and
partners on the Marketplace to improve your productivity and speed up time to implementation on your
projects. You can find the Informatica Marketplace at https://marketplace.informatica.com.

Informatica Global Customer Support

Preface

You can contact a Global Support Center by telephone or through the Informatica Network.

To find your local Informatica Global Customer Support telephone number, visit the Informatica website at
the following link:
https://www.informatica.com/services-and-training/customer-success-services/contact-us.html.

To find online support resources on the Informatica Network, visit https://network.informatica.com and
select the eSupport option.
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CHAPTER 1

Introduction to Data Engineering
Streaming

This chapter includes the following topics:

e Data Engineering Streaming Overview, 11

e Streaming Process, 12

e Component Architecture, 13

o Data Engineering Streaming Engines, 15

e Example, 15

Data Engineering Streaming Overview

Use Informatica Data Engineering Streaming to prepare and process streams of data in real time and uncover
insights in time to meet your business needs. Data Engineering Streaming provides pre-built connectors such
as Kafka, Amazon Kinesis, HDFS, enterprise messaging systems, and data transformations to enable a code-
free method of defining data integration logic.

Data Engineering Streaming builds on the best of open source technologies. It uses Spark Structured
Streaming for stream processing, and supports other open source stream processing platforms and
frameworks, such as Kafka and Hadoop. Spark Structured Streaming is a scalable and fault-tolerant open
source stream processing engine built on the Spark engine.

You can create streaming mappings to stream machine, device, and social media data in the form of
messages. Streaming mappings collect machine, device, and social media data in the form of messages. The
mapping builds the business logic for the data and pushes the logic to the Spark engine for processing. Use a
Messaging connection to get data from Apache Kafka brokers, Amazon Kinesis, and Azure Event Hubs.

The Spark engine runs the streaming mapping continuously. The Spark engine reads the data, divides the
data into micro batches, processes it, updates the results to a result table, and then writes to a target.

You can stream the following types of data:
o Application and infrastructure log data
e Change data(CDC) from databases

e Clickstreams from web servers

e Geo-spatial data from devices

e Sensor data

11



e Time series data

e Supervisory Control And Data Acquisition (SCADA) data
e Message bus data

¢ Programmable logic controller (PLC) data

e Point of sale data from devices

You can stream data to different types of targets, such as Kafka, HDFS, Amazon Kinesis Firehose, Amazon
S3, HBase tables, Hive tables, JDBC-compliant databases, Microsoft Azure Event Hubs, and Azure Data Lake
Store.

Data Engineering Streaming works with Data Engineering Integration to provide streaming capabilities. In a
Hadoop environment, Data Engineering Streaming uses YARN to manage the resources on a Spark cluster. It
uses third-party distributions to connect to and push job processing to a Hadoop environment. In a
Databricks environment, Data Engineering Streaming uses the built-in standalone resource manager to
manage the Spark clusters.

Use Informatica Developer (the Developer tool) to create streaming mappings. To run the streaming mapping,
you can use the Hadoop run-time environment and the Spark engine or the Databricks run-time environment
and the Databricks Spark engine for the supported sources and targets.

You can configure high availability to run the streaming mappings on the Hadoop or Databricks cluster.

For more information about running mappings on the Spark engine, see the Data Engineering Integration User
Guide.

Streaming Process

12

A streaming mapping receives data from unbounded data sources. An unbounded data source is one where
data is continuously flowing in and there is no definite boundary. Sources stream data as events. The Spark
engine processes the data and continuously updates the results to a result table.

The following image shows how the Spark engine receives data and publishes data in micro batches:

Input Data Processed Data
Stream in Micro
Batches

Streaming Spark SQL Streaming
Source :: Engine oooo :> Target

The Spark engine uses Spark Structured Streaming to process data that it receives in batches. Spark
Structured Streaming receives data from streaming sources such as Kafka and divides the data into micro
batches. The Spark engine continuously processes data streams as a series of small batch jobs with end-to-
end latencies as low as 100 milliseconds with exactly-once fault tolerance guarantees.

For more information about Spark Structured Streaming, see the Apache Spark documentation at
https://spark.apache.org/documentation.html.

Chapter 1: Introduction to Data Engineering Streaming
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You can perform the following high-level tasks in a streaming mapping:

1. Identify sources from which you need to stream data. You can access data that is in XML, JSON, Avro,
flat, or binary format.
In Hadoop environment, you can use Kafka Amazon Kinesis stream and Azure Event Hubs sources to
connect to multiple data engineering sources.

2. Configure the mapping and mapping logic to transform the data.

3. Run the mapping on the Spark engine in the Hadoop environment or on the Databricks Spark Engine in
the Databricks environment.

4. Write the data to Kafka targets, HDFS complex files, HBase, Azure Event Hubs, Amazon S3, Azure Data
Lake Storage, JMS, and Kinesis Firehose delivery streams.

5. Monitor the status of your processing jobs. You can view monitoring statistics for your processing jobs
in the Monitoring tool.

Component Architecture

The Data Engineering Streaming components for a streaming mapping include client tools, application
services, repositories, and third-party tools.

The following image shows the components that Data Engineering Streaming uses for streaming mappings:

Informatica Domain

Data Metadata Model
Integration Access Repository
Service Service Service

Informatica

Clients and Teols
Analyst

Informatica Informatica
Developer Administrator

Application Services Analyst
Service

Database

Environments

Clients and Tools

Model
Repository

Nodes in a Cluster in
Hadoop

Spark Engine
[ HDFS } [ YARN }

Nodes in a Cluster in
Databricks

Databricks Spark
Engine
DBFS

Based on your product license, you can use multiple Informatica tools and clients to manage streaming

mappings.

Use the following tools to manage streaming mappings:

Informatica Administrator

Monitor the status of mappings on the Monitoring tab of the Administrator tool. The Monitoring tab of
the Administrator tool is called the Monitoring tool.

Component Architecture 13
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Informatica Developer
Create and run mappings on the Spark engine or the Databricks Spark engine from the Developer tool.
Informatica Analyst

Create rules in Informatica Analyst and run the rules as mapplets in a streaming mapping.

Application Services

Data Engineering Streaming uses application services in the Informatica domain to process data. The
application services depend on the task you perform.

Data Engineering Streaming uses the following application services when you create and run streaming
mappings:
Data Integration Service

In a Hadoop environment, the Data Integration Service processes mappings on the Spark engine. The
Data Integration Service retrieves metadata from the Model repository when you run a Developer tool
mapping. The Developer tool connects to the Data Integration Service to run mappings.

In a Databricks environment, when you run a job on the Databricks Spark engine, the Data Integration
Service pushes the processing to the Databricks cluster, and the Databricks Spark engine runs the job.

Metadata Access Service

The Metadata Access Service is a user-managed service that provides metadata from a Hadoop cluster
to the Developer tool at design time. HBase, HDFS, Hive, and MapR-DB connections use the Metadata
Access Service when you import an object from a Hadoop cluster. Create and configure a Metadata
Access Service before you create HBase, HDFS, Hive, MapR Streams, and MapR-DB connections.

Model Repository Service

The Model Repository Service manages the Model repository. The Model Repository Service connects to
the Model repository when you run a mapping.
Analyst Service

The Analyst Service runs the Analyst tool in the Informatica domain. The Analyst Service manages the
connections between service components and the users that have access to the Analyst tool.

Repository

Data Engineering Streaming includes a repository to store data related to connections and source metadata.
Data Engineering Streaming uses application services in the Informatica domain to access data in the
repository.

Data Engineering Streaming stores structured streaming mappings in the Model repository. You can manage
the Model repository in the Developer tool.

Third-Party Applications

Data Engineering Streaming uses third-party distributions to connect to a Spark engine on a Hadoop cluster
or to a Databricks Spark engine on a Databricks cluster.

In a Hadoop environment, Data Engineering Streaming pushes job processing to the Spark engine. It uses
YARN to manage the resources on a Spark cluster.

In a Databricks environment, Data Engineering Streaming pushes job processing to the Databricks cluster,
and the Databricks Spark engine runs the job.
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Data Engineering Streaming Engines

When you run a streaming mapping, you can choose to run the mapping in a Hadoop environment or in a
Databricks environment. When you validate a mapping, you can validate it against one or all of the engines.
The Developer tool returns validation messages for each engine.

When you run a streaming mapping, the Data Integration Service uses a proprietary rule-based methodology
to determine the best engine to run the mapping. The rule-based methodology evaluates the mapping
sources and the mapping logic to determine the engine. The Data Integration Service translates the mapping
logic into code that the engine can process, and it transfers the code to the engine.

For more information about the run-time process on the different engines, see Data Engineering Integration
User Guide.

Example

You run the IT department of a major bank that has millions of customers. You want to monitor network
activity in real time. You need to collect network activity data from various sources such as firewalls or
network devices to improve security and prevent attacks. The network activity data includes Denial of Service
(DoS) attacks and failed login attempts made by customers. The network activity data is written to Kafka
queues.

You perform the following tasks:

1. Create a streaming mapping to read data from the Kafka queues that stream data in JSON, XML, CSV, or
Avro formats.

2. Add a Lookup transformation to get data from a particular customer ID.

3. Add a Window transformation to accumulate the streamed data into data groups before processing the
data.

4. Process the data. Add an Aggregator transformation to perform aggregations on the data from the
customer ID.

5. Monitor jobs. Monitor statistics for the mapping job on the Monitoring tab of the Administrator tool.

The following image shows the mapping:
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CHAPTER 2

Data Engineering Streaming
Administration

This chapter includes the following topics:

e Data Engineering Streaming Configuration Overview, 16

e Support for Authentication Systems, 17

e Security for the Databricks Environment, 17

e Configuration for Kerberized Kafka Clusters, 17

e Configuration for Amazon Kinesis, 19

e Configuration for Azure Event Hubs, 21

e Configuration for Snowflake Targets, 21

Data Engineering Streaming Configuration Overview

After you integrate the Informatica domain with the Hadoop environment, you can use Data Engineering
Streaming in conjunction with Data Engineering Integration.

Before you create streaming mappings perform the following tasks:

* Verify the Hadoop distribution versions that Data Engineering Streaming supports.

o Before you create and use JMS connections and JMS data objects in streaming mappings, complete the
required tasks in “Configure Java Authorization and Authentication Service (JAAS) " on page 18.

o Before you read from or write to a Kerberized Kafka cluster, complete the required tasks in “Configuration
for Kerberized Kafka Clusters” on page 17.

For more information about integration tasks, see the Data Engineering Integration Guide.
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Support for Authentication Systems

You can run mappings on a Hadoop cluster that uses a supported security management system.

Hadoop clusters use a variety of security management systems for user authentication. The following table
shows the Spark engine support for the security management system installed on the Hadoop platform:

Hadoop Distribution Apache Knox Kerberos LDAP

Amazon EMR Not supported Supported Not supported
Azure HDInsight Not supported Not supported Not supported
Cloudera CDH Not supported Supported Not supported
Hortonworks HDP Not supported Supported Not supported

Note: Sqoop cannot access Kerberos-enabled databases.

Security for the Databricks Environment

The Data Integration Service uses token-based authentication to provide access to the Databricks
environment.

The Databricks administrator creates a token user and generates tokens for the user. The Databricks cluster
configuration contains the token ID required for authentication.

Note: If the token has an expiration date, verify that you get a new token from the Databricks administrator
before it expires.

For more information about security and authentication for the Databricks environment, see the Data
Engineering Administrator Guide.

Configuration for Kerberized Kafka Clusters

To read from or write to a Kerberized Kafka cluster, configure the default realm, KDC, Hadoop connection
properties, and Kafka data object read or write data operation properties.

Configure the Default Realm

Before you read from or write to a Kerberized Kafka cluster, perform the following tasks:

1. Ensure that you have the krb5.conf file for the Kerberized Kafka server.
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2. Configure the default realm and KDC. If the default /etc/krb5.conf file is not configured or you want to
change the configuration, add the following lines to the /etc/krb5.conf file:

[libdefaults]

default realm = <REALM NAME>
dns lookup realm = false
dns_lookup kdc = false
ticket lifetime = 24h

renew lifetime = 7d
forwardable = true

[realms]
<REALM NAME> = {
kdc = <Location where KDC is installed>
admin_server = <Location where KDC is installed>
}

[domain realm]

.<domain name or hostname> = <KERBEROS DOMAIN NAME>
<domain name or hostname> = <KERBEROS DOMAIN NAME>

Configure Java Authorization and Authentication Service (JAAS)

To pass a static JAAS configuration file into the JVM using the java.security.auth.login.config property
at run time, perform the following tasks:

Use a Static JAAS Configuration File

1. Ensure that you have JAAS configuration file.
For information about creating JAAS configuration and configuring Keytab for Kafka clients, see the
Apache Kafka documentation at https://kafka.apache.org/0101/documentation/#security

For example, the JAAS configuration file can contain the following lines of configuration:

//Kafka Client Authentication. Used for client to kafka broker connection
KafkaClient {
com.sun.security.auth.module.Krb5LoginModule required
doNotPrompt=true
useKeyTab=true
storeKey=true
keyTab="<path to keytab file>/<keytab file name>"
principal="<principal name>"
client=true
}i
2. Place the JAAS config file and keytab file in the same location on all the nodes of the Hadoop cluster.
Put the files in a location that is accessible to all nodes on the cluster, such as /etc or /temp.

On the Spark Engine tab of the Hadoop connection properties, update the extraJavaOptions property of
the executor and the driver in the Advanced Properties property. Click Edit and update the properties in
the following format:

spark.executor.extraJavaOptions=-Djava.security.egd=file:/dev/./urandom
-XX:MaxMetaspaceSize=256M -Djavax.security.auth.useSubjectCredsOnly=true
-Djava.security.krb5.conf=/<path to krb5.conf file>/krb5.conf
-Djava.security.auth.login.config=/<path to jAAS config>/<kafka client jaas>.config

spark.driver.cluster.mode.extraJavaOptions=-Djava.security.egd=file:/dev/./urandom
-XX:MaxMetaspaceSize=256M -Djavax.security.auth.useSubjectCredsOnly=true
-Djava.security.krb5.conf=/<path to krb5.conf file>/krb5.conf
-Djava.security.auth.login.config=<path to jaas config>/<kafka client jaas>.config

3. Configure the following properties in the data object read or write operation:

e Data object read operation. Configure the Consumer Configuration Properties property in the
advanced properties.
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¢ Data object write operation. Configure the Producer Configuration Properties property in the
advanced properties.

Specify the following value:
security.protocol=SASL PLAINTEXT, sasl.kerberos.service.name=kafka,sasl.mechanism=GSSA
PI
Embed the JAAS Configuration

To embed the JAAS configuration in the sas1.jaas.config configuration property, perform the following
tasks:

1. On the Spark Engine tab of the Hadoop connection properties, update the extraJavaOptions property of
the executor and the driver in the Advanced Properties property. Click Edit and update the properties in
the following format:

spark.executor.extraJavaOptions=-Djava.security.egd=file:/dev/./urandom
-XX:MaxMetaspaceSize=256M -XX:+UseGlGC -XX:MaxGCPauseMillis=500 -
Djava.security.krb5.conf=<path to krb5.conf file>

spark.driver.cluster.mode.extraJavaOptions=-Djava.security.egd=file:/dev/./urandom
-XX:MaxMetaspaceSize=256M -XX:+UseGlGC -XX:MaxGCPauseMillis=500 -
Djava.security.krb5.conf=<path to krb5.conf file>

2. Configure the following properties in the data object read or write operation:
o Data object read operation. Configure the Consumer Configuration Properties property in the
advanced properties.
e Data object write operation. Configure the Producer Configuration Properties property in the
advanced properties.
Specify the following value:

security.protocol=SASL PLAINTEXT,sasl.kerberos.service.name=kafka,sasl.mechanism=GSSA
PI,sasl.jaas.config=com.sun.security.auth.module.Krb5LoginModule required

useKeyTab=true
storeKey=true doNotPrompt=true serviceName="<service name>" keyTab="<location of

keytab file>"
client=true principal="<principal name>";

Configuration for Amazon Kinesis

To create an Amazon Kinesis connection, create AWS credentials for the users. AWS credentials consist of
access key ID and secret access key. Use the Amazon Kinesis connection to access Amazon Kinesis
Streams as sources or Amazon Kinesis Firehose as targets.

Create AWS Credentials

Create AWS credentials for the users, such as access key ID and secret access key. An authentication type
can be selected by the user during the creation of an Amazon Kinesis connection, such as AWS credential
profile and cross-account IAM role. The default authentication type is AWS credential profile.

Access Key and ID

Generate an Access Key ID and Secret Access Key for the users in AWS.
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AWS Credential Profile

You can define AWS credential profiles in the credentials file. Each credential profile consists of secret
access key and access key ID.

Users can use the AWS credential profile names to use different AWS credentials at run time than the AWS
credentials that they specify when they create an Amazon Kinesis connection with an Amazon Kinesis
Streams as a source and Amazon Kinesis Firehose as a target.

Place the credentials file in the same location on all the cluster nodes. Default location is <yarn home
directory>/.aws/credentials.

Note: AWS credential profile is used at run time only.
Cross-account IAM Role

You can create an IAM role to allow a user of an AWS account to access resources of another AWS account.
IAM roles allow you to define a set of permissions to access the AWS resources.

Users can share resources in one AWS account with users in a different AWS account without the need to
create individual IAM users in each AWS account.

Note: Cross-account IAM role is not supported for Amazon Kinesis Firehose as target.

Configuration for Amazon Kinesis Streams Sources

To use Amazon Kinesis Streams as sources, grant required permissions to the user. To use cross-account
IAM role, create an IAM role and grant access to the role.

To configure access for Amazon Kinesis Streams as a source, perform the following tasks :

e Grant consumer permissions that are part of the IAM policy to the AWS credentials that the IAM user
specifies in the access key id.
For the list of permissions, see the AWS documentation at
https://docs.aws.amazon.com/streams/latest/dev/learning-kinesis-module-one-iam.html

e Grant the following permissions to the user to fetch metadata:
- kinesis:DescribeStream
- kinesis:GetShardlterator
- kinesis:GetRecords

e To use cross-account IAM role, create an IAM role in an AWS account. IAM roles are used to provide
secure access to AWS resources. The role is used to establish a trusted relationship between various
AWS accounts. Additional restrictions are enforced using an external ID and the IAM role can only be
assumed by using the external ID if the external ID is specified for a cross-account IAM role.

Note: Multi-factor authentication is not supported.

Configuration for Amazon Kinesis Firehose Targets

To use Amazon Kinesis Firehose as targets create an AWS account, grant the required permissions and
privileges to the IAM role.

To configure access for Amazon Firehose as a target, perform the following tasks:

e Create an AWS account with the required IAM permissions for the IAM user to use the AWS services such
as, Kinesis Firehose, S3, Redshift, and Elastic Search.
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Grant Redshift INSERT privilege to the IAM user if the user wants to copy data from the Amazon S3 bucket
to the Redshift cluster.

Define a Firehose Delivery Stream with either S3, Redshift or Elastic Search as its destination. Configure
source as Direct PUT or other sources.

Grant required permissions to the IAM user credentials based on the target the user is writing to.
For a list of permissions, see the AWS documentation at
https://docs.aws.amazon.com/firehose/latest/dev/controlling-access.html#access-to-firehose

For more information about Amazon Kinesis connection, see “Amazon Kinesis Connection” on page 145.

Configuration for Azure Event Hubs

Before you create an Azure Event Hub connection, verify the following prerequisites:

1.
2.
3.

5.

You must have a Microsoft Azure account with a minimum role of contributor.

Verify that you have an Active Directory application.

Verify that your Active Directory application has permissions for the following APl and directory:
e Windows Azure Service Management API

e Windows Azure Active Directory

Verify that the Azure Active Directory application is added with a reader role to your Azure account
subscription.

Verify that you have an Event Hub Namespace.

For more information about Azure Event Hub connection, see “Azure Event Hub Connection” on page 150.

Configuration for Snowflake Targets

To use Snowflake as targets in streaming mappings, complete the following prerequisites:

Verify that you have the required permissions to access the Snowflake table and the insert privileges to
the table.

Verify that you have the privileges to create the Snowflake named internal stages and the Snowflake
pipes.
Generate the PEM key for authentication to Snowflake. For more information about generating the PEM

keys, see the Snowflake documentation at the following website:
https://docs.snowflake.net/manuals/LIMITEDACCESS/spark-connector-streaming.html
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Sources in a Streaming Mapping Overview

You can access log file data, sensor data, Supervisory Control And Data Acquisition (SCADA) data, message
bus data, Programmable logic controller (PLC) data on the Spark SQL engine in the Hadoop environment or
Databricks Spark SQL engine in the Databricks environment.

You can create physical data objects to access the different types of data. Based on the type of source you
are reading from, you can create the relevant data objects.

Sources in a Streaming Mapping on Hadoop

22

A streaming mapping that runs in the Hadoop environment can include file, database, and streaming sources.

You can create physical data objects to access the different types of data. Based on the type of source you
read from, you can create the following data objects:
Amazon Kinesis

A physical data object that represents data in an Amazon Kinesis Stream. Create an Amazon Kinesis
data object to read from an Amazon Kinesis Stream.



Azure Event Hubs

A physical data object that represents data in Microsoft Azure Event Hubs data streaming platform and
event ingestion service.

Confluent Kafka

A physical data object that can access Kafka brokers and Confluent Kafka brokers. Create a Confluent
Kafka data object to read from a Kafka broker or from a Confluent Kafka broker using schema registry.

HBase

A physical data object that represents data in an HBase resource. Create an HBase data object with a
read operation to perform an uncached lookup on HBase data.

JMS
A physical data object that accesses a JMS server. Create a JMS data object to read from a JMS server.
Kafka

A physical data object that accesses a Kafka broker. Create a Kafka data object to read from a Kafka
broker.

MapR Streams

A physical data object that represents data in a MapR Stream. Create a MapR Streams data object to
read from a MapR Stream.

Sources in a Streaming Mapping on Databricks

A streaming mapping that runs in the Databricks environment can include streaming sources.
Based on the type of source you read from, create the following data object:
Azure Event Hubs

A physical data object that represents data in Microsoft Azure Event Hubs data streaming platform and
event ingestion service.

Processing Hierarchical Data in Streaming Mappings

Data objects in a streaming mapping can process hierarchical data through complex data types. If the source
contains hierarchical data, you