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Preface

Use Advanced Clusters to learn how to set up an advanced cluster that enables your organization to develop
and run advanced functionality in mappings. Learn how to set up your cloud environment and create an
advanced configuration to access the cloud resources that define the cluster.

Informatica Resources

Informatica provides you with a range of product resources through the Informatica Network and other online
portals. Use the resources to get the most from your Informatica products and solutions and to learn from
other Informatica users and subject matter experts.

Informatica Documentation

Use the Informatica Documentation Portal to explore an extensive library of documentation for current and
recent product releases. To explore the Documentation Portal, visit https://docs.informatica.com.

If you have questions, comments, or ideas about the product documentation, contact the Informatica
Documentation team at infa_documentation@informatica.com.

Informatica Intelligent Cloud Services web site

You can access the Informatica Intelligent Cloud Services web site at http://www.informatica.com/cloud.
This site contains information about Informatica Cloud integration services.

Informatica Intelligent Cloud Services Communities

Use the Informatica Intelligent Cloud Services Community to discuss and resolve technical issues. You can
also find technical tips, documentation updates, and answers to frequently asked questions.

Access the Informatica Intelligent Cloud Services Community at:

https://network.informatica.com/community/informatica-network/products/cloud-integration

Developers can learn more and share tips at the Cloud Developer community:

https://network.informatica.com/community/informatica-network/products/cloud-integration/cloud-
developers

Informatica Intelligent Cloud Services Marketplace

Visit the Informatica Marketplace to try and buy Data Integration Connectors, templates, and mapplets:


https://docs.informatica.com
mailto:infa_documentation@informatica.com
http://www.informatica.com/cloud
https://network.informatica.com/community/informatica-network/products/cloud-integration
https://network.informatica.com/community/informatica-network/products/cloud-integration/cloud-developers
https://network.informatica.com/community/informatica-network/products/cloud-integration/cloud-developers

https://marketplace.informatica.com/

Data Integration connector documentation

You can access documentation for Data Integration Connectors at the Documentation Portal. To explore the
Documentation Portal, visit https://docs.informatica.com.

Informatica Knowledge Base

Use the Informatica Knowledge Base to find product resources such as how-to articles, best practices, video
tutorials, and answers to frequently asked questions.

To search the Knowledge Base, visit https://search.informatica.com. If you have questions, comments, or
ideas about the Knowledge Base, contact the Informatica Knowledge Base team at
KB_Feedback@informatica.com.

Informatica Intelligent Cloud Services Trust Center

The Informatica Intelligent Cloud Services Trust Center provides information about Informatica security
policies and real-time system availability.

You can access the trust center at https://www.informatica.com/trust-center.html.

Subscribe to the Informatica Intelligent Cloud Services Trust Center to receive upgrade, maintenance, and
incident notifications. The Informatica Intelligent Cloud Services Status page displays the production status
of all the Informatica cloud products. All maintenance updates are posted to this page, and during an outage,
it will have the most current information. To ensure you are notified of updates and outages, you can
subscribe to receive updates for a single component or all Informatica Intelligent Cloud Services
components. Subscribing to all components is the best way to be certain you never miss an update.

To subscribe, on the Informatica Intelligent Cloud Services Status page, click SUBSCRIBE TO UPDATES. You
can choose to receive notifications sent as emails, SMS text messages, webhooks, RSS feeds, or any
combination of the four.

Informatica Global Customer Support

You can contact a Global Support Center through the Informatica Network or by telephone.

To find online support resources on the Informatica Network, click Contact Support in the Informatica
Intelligent Cloud Services Help menu to go to the Cloud Support page. The Cloud Support page includes
system status information and community discussions. Log in to Informatica Network and click Need Help to
find additional resources and to contact Informatica Global Customer Support through email.

The telephone numbers for Informatica Global Customer Support are available from the Informatica web site
at https://www.informatica.com/services-and-training/support-services/contact-us.html.
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CHAPTER 1

Advanced clusters

An advanced cluster is a Kubernetes cluster that provides a distributed processing environment on the cloud.
Fully-managed and self-service clusters can run data logic using a scalable architecture, while local clusters

use a single node to quickly onboard projects for advanced use cases.

To use an advanced cluster, you perform the following steps:

1. Set up your cloud environment so that the Secure Agent can connect to and access cloud resources.
2. In Administrator, create an advanced configuration to define the cluster and the cloud resources.

3. In Monitor, monitor cluster health and activity while developers in your organization create and run jobs

on the cloud.

The following image shows the workflow that you use to get an advanced cluster up and running in your

organization:

Q8

Administrator

Sets up the cloud
environment

l

Creates an advanced
configuration

Monitors cluster health
and activity
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Developer Secure Agent
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cluster
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Reports monitoring
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Advanced cluster types

Different types of advanced clusters are available to enable advanced functionality in mappings and help you
choose the infrastructure that best supports your organization's processing requirements.

You can use the following types of advanced clusters in your organization:
Fully-managed cluster

A cluster that provides a serverless infrastructure that intelligently scales based on your workload and
offers the lowest total cost of ownership for your organization. For more information, see “Fully-
managed clusters” on page 11.

Self-service cluster

A Kubernetes cluster that your organization runs and you reuse to run mappings. The Kubernetes cluster
can run on either AWS or Microsoft Azure. For more information, see “Self-service clusters” on page 13.

Local cluster

A simple, single-node cluster that you can start on the Secure Agent machine. You can use a local
cluster to quickly onboard projects for advanced use cases. For more information, see “Local
clusters” on page 14.

Advanced cluster in a serverless runtime environment

If your organization uses AWS, you can create a serverless runtime environment that includes an
advanced cluster for your organization to use. For more information, see Runtime Environments.

All of the advanced cluster types are similar with respect to the following areas:

e Network privacy

e Communication between the Secure Agent and the cluster, among Kubernetes Pods, and between a
Kubernetes Pod or the cluster, and the internet

¢ Internet access to download Informatica's Docker images and artifacts
e Access to external data sources, such as sources and targets in data integration mappings

You can restrict Informatica's access to your cloud environment by configuring sensitive resources like cloud
roles and security groups according to your organization's security guidelines. For example, in a self-service
cluster, Kubernetes resources might be shared between Informatica and non-Informatica applications and
users. You can create your own Kubernetes roles or cluster roles to restrict Informatica's access to the
cluster and specify the resources that Informatica can interact with.

Fully-managed clusters

A fully-managed cluster provides a serverless infrastructure that intelligently scales based on your workload
and offers the lowest total cost of ownership for your organization.

The Secure Agent manages the entire Kubernetes lifecycle, including cluster startup, shutdown, auto-scaling,
and upgrade. The agent manages the compute infrastructure and can create the advanced cluster using Spot
Instances to further reduce costs for your organization.

Advanced cluster types 11



A fully-managed cluster includes the following capabilities:

e The cluster scales based on the size of the workload and the resource boundaries that you specify. Jobs
consume fewer resources during smaller workloads, and the cluster accommodates bursts in the
processing load.

e The cluster consumes resources only while you're running jobs. The Secure Agent determines when to
stop the cluster based on the cluster shutdown method that you select in the advanced configuration.

e CLAIRE®, Informatica's Al engine, uses machine learning to auto-tune the jobs that run on the cluster to
achieve optimal job performance.

e A secondary tuning process on the cluster analyzes the data size in a mapping and the cluster capacity to
further auto-tune the job.

e The cluster allows you to configure permissions to set access limits on the Secure Agent to your
environment.

e High availability, recovery, and resilience ensure that jobs can continue running smoothly during
interruptions.

e The data remains in your cloud environment.

Setting up cluster resources for a fully-managed cluster

In a fully-managed cluster, you set up some cluster resources like storage locations and roles, and
Informatica creates the rest.

The following table lists the cluster resources that you can set up:

Cluster resource Required or
optional

Secure Agent machine, such as an EC2 instance or a Linux virtual machine where the Secure Agent | Required
is intalled

Storage locations, such as locations on S3 or ADLS Gen2 for staging and log files, which include a | Required
storage account resource group on Microsoft Azure

Cluster resources related to access permissions, such as IAM roles for cluster management, Required
managed identities, service principals, and secrets in the Key Vault

VPC and subnets, or VNet and subnets on Microsoft Azure Optional

Security groups to attach to cluster nodes Optional

Informatica creates and manages all other resources, including load balancers, Auto Scaling groups or Virtual
Machine Scale Sets, and volumes and disks to attach to cluster nodes.

Creating a fully-managed cluster

When a developer runs a job, the Secure Agent uses the advanced configuration that's associated with the
job’s runtime environment to create a fully-managed cluster.

The agent performs the following tasks:

1. Creates a cluster configuration that includes configuration information about the cluster. The
configuration is stored using YAML files that the Secure Agent populates.

12 Chapter 1: Advanced clusters




2. Provisions the necessary resources to create a cluster.

Note: Informatica uses a secure pathway to fetch job-related container images for cluster nodes from the
Informatica-specific JFrog repository. For clusters on Google Cloud, it also accesses the public internet to
fetch files that are required to create the logical cluster layer on cluster nodes.

Submitting jobs to a fully-managed cluster

When the fully-managed cluster is running, the Secure Agent submits jobs to run on the cluster.

To submit a job to the cluster, the Secure Agent generates an execution plan that divides the data logic in the
mapping into multiple Spark tasks. The cluster launches Spark drivers and Spark executors to process the
Spark tasks simultaneously.

As developers run additional jobs, the cluster provisions and deprovisions resources to adapt to the size and
number of jobs. For example, the cluster can provision additional cluster nodes and cluster storage during
processing bursts.

Each job generates a session log, a Spark driver log, Spark executor logs, and an agent job log.

Stopping a fully-managed cluster

The Secure Agent stops a fully-managed cluster based on the cluster shutdown method that you select in the
advanced configuration.

The Secure Agent can either wait to shut down the cluster after an idle timeout, or the agent can perform a
smart shutdown that is based on historical data.

The Secure Agent also stops the cluster in the following situations:

¢ The cluster fails to start or fails to stop.

e The agent cannot reach the Kubernetes API server within a certain amount of time.

After the Secure Agent stops the cluster, the agent verifies that all cluster resources are deleted, except for
some Informatica binaries that remain in the staging location in the infa_rpm.tar file. The binaries are
required in order to run jobs on the cluster, and the file is reused the next time that the agent starts the
cluster.

The agent deletes the infa rpm.tar file in the following situations:

e You clear the runtime environment in the advanced configuration.
e You associate the advanced configuration with a different runtime environment.

e The agent process on the Secure Agent machine shuts down.

The agent restarts the cluster when a developer runs another job in the same runtime environment.

Self-service clusters

A self-service cluster is a Kubernetes cluster that your organization runs and you reuse to run mappings.

The Kubernetes cluster can run on AWS or Microsoft Azure. You can use self-managed clusters, including
Amazon EC2 instances and Azure Virtual Machines, or you can use service-managed clusters, including
Amazon Elastic Kubernetes Service and Azure Kubernetes Service.

Self-service clusters 13



Local

Using a self-service cluster gives you finer controls over the compute environment by providing isolation
through namespaces, contexts, annotations, and tolerations. Because you manage the cluster, the Secure
Agent needs minimal permissions in your environment.

Compared to a fully-managed cluster, a self-service cluster provides the following advantages:

e You have more control over the cluster control plane.
¢ You have full access to the cluster and manage all components.

e You have more control over the deployment and administration of your cluster. For example, you can
implement multiple node groups or use different instance types for different nodes.

To connect the Secure Agent to a self-service cluster, use the kubeconfig file that is generated for the cluster.
The kubeconfig file is a YAML file that contains the cluster configuration. Enter the path to the kubeconfig file
in the advanced configuration so that the Secure Agent can connect to the self-service cluster and submit
jobs to the cluster.

Because the Secure Agent doesn’t manage the cluster, the Secure Agent doesn’t scale the cluster based on
the workload. When you shut down the cluster, the Secure Agent removes all job-related resources from the
cluster.

clusters

A local cluster is a simple, single-node cluster that you can start on the Secure Agent machine. You can use a
local cluster to quickly onboard projects for advanced use cases. A local cluster can only run mappings in
advanced mode.

A local cluster can run on-premises or in the following cloud environments:

e AWS

e Google Cloud

e Microsoft Azure

e Oracle Cloud Infrastructure

You can set up a local cluster on a virtual machine with minimal permissions and resource requirements.

Note: When you install the Secure Agent on Oracle Cloud Infrastructure, you can create local clusters but you
can't create any other types of advanced clusters.

The local cluster has a single node with processing capacity that depends on the local machine. The cluster
can access staging and log locations on the cloud or in local storage that is attached to the cluster node. The
local cluster times out after five minutes if there are no jobs running on the cluster.

Before you run mappings in advanced mode on a local cluster, make sure that the agent has enough
resources so that it can create a cluster and run jobs successfully, especially if the agent is already running
other jobs. If the agent doesn’t have enough resources, the jobs that are already running on the agent and the
mappings in advanced mode will fail. It's recommended to have at least 8 cores and 32 GB of memory on the
agent machine.
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Default local clusters

The agent can create a default local cluster on the agent machine so that you can begin developing and
running advanced functionality on small data sets to test mapping logic.

When you run a mapping in advanced mode using an agent that's not associated with an advanced
configuration, a default advanced configuration is created and associated with the agent. The agent can use
the default configuration to create a default local cluster that can process the mapping.

A default advanced configuration is created in the following situations:

e You run a mapping in advanced mode.

¢ You create a mapping task based on a mapping in advanced mode and select a runtime environment.
e You preview data in a mapping in advanced mode.

You can view the advanced configuration for the default cluster on the Advanced Clusters page in
Administrator. You can edit the configuration to modify the staging location, log location, mapping task
timeout, and runtime properties. You can also monitor the default local cluster on the Advanced Clusters
page in Monitor.

A default advanced configuration is not created if the operating system on the agent machine can't host a
local cluster. In this case, you need to manually create an advanced configuration in Administrator and
associate the advanced configuration with the runtime environment.

When your organization is ready to run mappings to process production-scale workloads, complete the
following tasks:

1. Set up your cloud environment to host a larger advanced cluster.
Create an advanced configuration for the cluster.
Edit the default advanced configuration and dissociate it from the runtime environment.

Edit the new advanced configuration and associate it with the runtime environment.

> » 0N

larger cluster can also resolve memory and performance issues that developers encounter during testing.

Default staging and log locations

A default local cluster stores staging and log files on the agent machine when you run jobs on the cluster.

The following table lists the default staging and log locations:

Default location Description

file:///SADVANCED_MODE_STAGING | Default staging location in the following directory on the agent machine:

<agent installation directory>/apps/
Advanced Mode Staging Dir

file:///SADVANCED_MODE_LOG Default log location in the following directory on the agent machine:

<agent installation directory>/apps/Advanced Mode Log Dir

The agent machine must have enough space in the default staging and log locations so that jobs can run
successfully. You can change the staging and log locations by editing the advanced configuration for the
cluster.

If Data Integration creates a subtask for the Data Integration Server to process data logic in a mapping in
advanced mode, the cluster and the Data Integration Server share staging files. To read and write staging
files in the staging location, the Data Integration Server uses Hadoop Files V2 Connector.
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Managing advanced cluster costs

CLAIRE, Informatica's Al engine, enables FinOps capabilities to help you manage, govern, and monitor
advanced cluster infrastructure costs to provide transparency into your cloud spending. CLAIRE uses
machine learning to generate insights and recommendations to reduce costs, optimize performance, and
ensure that your budget goes towards the most important data management initiatives for your organization.

To help you design advanced data management projects that align with your budgetary goals, CLAIRE can
perform the following tasks:

e Select advanced cluster infrastructure according to the budget that you specify.

¢ Dynamically scale out and scale in cluster infrastructure according to your workload while staying within
budget.

¢ Identify jobs that are better suited to run on an advanced cluster or using SQL ELT optimization to save on
cloud infrastructure costs and optimize job performance.

e Fine-tune runtime parameters for cost and performance.
¢ Schedule high-value workloads based on priority to meet deadlines for important jobs.

¢ Report on the estimated cloud infrastructure savings due to CLAIRE's intelligent optimizations, the key
areas that contribute to those savings, and additional financial insights.

e Visualize the infrastructure costs that an advanced cluster incurs over time.

¢ Generate recommendations to identify areas that can produce additional cost savings or performance
improvements.

CLAIRE is available to assist you in every part of your advanced data management project, such as the
advanced clusters, mappings, and mapping tasks that you run.
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CHAPTER 2

Setting up AWS

Before you create an advanced configuration in your organization, set up your cloud environment so that the
Secure Agent can create an advanced cluster.

Complete the following tasks:

1.

Complete the prerequisites. Verify that you have the necessary privileges and learn about resource
access in the cloud environment.

Create storage locations for cluster files. The advanced cluster requires Amazon S3 storage to store
staging, log, and initialization script files.

Optionally, create a VPC and subnets. If you don't create a VPC and subnets and specify them in your
advanced configuration, the cluster creates a default VPC and subnet when you run a job on the cluster.

Create user-defined security groups for Amazon EC2. Security groups define inbound and outbound rules
for traffic into and out of the load balancer, master nodes, and worker nodes. You can also use default
security groups instead of user-defined security groups.

Download and install the Secure Agent on a Linux virtual machine on Amazon EC2. Set up the agent on a
virtual machine that meets the minimum resource requirements.

Allow domains in AWS. The cluster requires to access certain domains to fetch artifacts and to access
sources and targets.

Create IAM roles. The cluster operator, Secure Agent, master nodes, and worker nodes use IAM roles
and policies to provide authentication when the cluster runs a job.

Optionally, configure environment variables on the Secure Agent machine. Some environment variables
are required to run shell commands.

Configure the Elastic Server. The Elastic Server manages the advanced cluster and the jobs that run on
the cluster.

To create an advanced cluster that uses a CLAIRE-powered configuration, see “Additional setup for CLAIRE-
powered configurations” on page 53.

Note: In an AWS environment, you can use a serverless runtime environment instead of performing these
tasks and creating an advanced configuration. For more information, see Runtime Environments.

Step 1. Complete prerequisites

Before you set up your environment, verify the requirements for your environment and your cloud platform.

Complete the following tasks:

« Verify that you have the correct privileges in your organization.
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o Verify that you have the necessary AWS subscriptions.
e Learn about the roles and policies in your environment.

e Learn how the Secure Agent and the advanced cluster access resources on your cloud platform.

Verify privileges in your organization

Verify that you are assigned the correct privileges for advanced configurations in your organization.

Privileges for advanced configurations provide you varying access levels to the Advanced Clusters page in
Administrator as well as Monitor.

You must have at least the read privilege to view the advanced configurations and to monitor the advanced
clusters.

Verify AWS subscriptions

Verify that you have the necessary AWS subscriptions to create an advanced cluster in an AWS environment.

You must have the following services on AWS:
Amazon Elastic Block Service (Amazon EBS)

Amazon EBS volumes are attached to Amazon EC2 instances as local storage. The local storage is used
to store information that the Serverless Spark engine needs to run advanced jobs. For example, local
storage is used to store the content of the Spark image. The Spark engine also requires local storage to
process data logic and to persist data during processing.

Amazon Elastic Compute Cloud (Amazon EC2)

Amazon EC2 instances are launched to host an advanced cluster. One Amazon EC2 instance hosts the
master node, and additional instances host the worker nodes.

Amazon EC2 Auto Scaling

Amazon EC2 Auto Scaling automatically adds or removes cluster nodes in the advanced cluster based
on job-processing requirements.

Amazon Elastic Load Balancing (Amazon ELB)

A load balancer accepts incoming advanced jobs from a Secure Agent and provides an entry point for
the jobs to an advanced cluster.

Amazon Identity and Access Management (IAM)

AWS IAM provides access control that you can use to specify which services and resources an advanced
cluster can access in your AWS environment.

Amazon Route 53

Nodes in an advanced cluster communicate information with other nodes in the same cluster using
Route 53.

Amazon Simple Storage Service (Amazon S3)

An advanced cluster is staged in Amazon S3 buckets. Amazon S3 is also used to store logs that are
generated for advanced jobs.

Learn about roles and policies in the AWS environment

The Secure Agent and the advanced cluster use IAM roles and the IAM policies that you attach to those roles
to access and process data in an AWS environment. For example, the agent and the cluster use the roles to
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manage cloud resources such as EC2 instances and to access data on S3 like staging, log, and initialization
script files.

Roles
An AWS environment uses the following IAM roles:
Cluster operator role

The cluster operator role is an IAM role that has elevated permissions to manage the cloud resources
that host an advanced cluster.

Secure Agent role

The Secure Agent role is an IAM role for the Secure Agent. This IAM role is attached to the Secure Agent
machine which is the Amazon EC2 instance where the Secure Agent runs.

The Secure Agent uses the Secure Agent role to assume the cluster operator role to manage an
advanced cluster. The Secure Agent also uses the Secure Agent role to process jobs and access some
resources on the cloud.

Master role

The master role is an IAM role that defines the permissions for the master nodes in an advanced cluster.
Worker role

The worker role is an IAM role that defines the permissions for the worker nodes in an advanced cluster.

For more information about the roles, see “Step 7. Create IAM roles” on page 30.

Policies
Each IAM role uses one or more IAM policies.

The following table describes the policies and the roles that use each policy:

Policy Used by role Description

cluster_operator_policy Cluster operator role Required. Provides the minimal access
permissions to create and manage cloud
resources for an advanced cluster.

assume_role_agent_policy Secure Agent role Required. Allows the Secure Agent to use the
Secure Agent role to assume the cluster
operator role.

data_source_access_policy Secure Agent role Required if you use role-based security for
Worker role Amazon data sources and want to create a
unique policy. Provides access to the Amazon
data sources in an advanced job.

log_access_agent_policy Secure Agent role Required if you do not configure a trust
relationship between the Secure Agent role and
worker role. Provides access to the log location
to upload the agent job log at the end of an
advanced job.

minimal_master_policy Master role Required. Provides the minimal access
permissions for the master role.

staging_log_access_master_po | Master role Required. Provides access to the staging and log
licy locations.
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Policy Used by role Description

init_script_master_policy Master role Required only if you use an initialization script.
Provides access to the initialization script path
and the location that stores init script and cloud-
init logs.

minimal_worker_policy Worker role Required. Provides the minimal access
permissions for the worker role.

ebs_autoscaling_worker_policy | Worker role Required only if EBS volumes auto-scale.
Provides permissions to auto-scale the EBS
volumes.

staging_log_access_worker_pol | Worker role Required. Provides access to the staging and log

icy locations.

init_script_worker_policy Worker role Required only if you use an initialization script.

Provides access to the initialization script path
and the location that stores init script and cloud-
init logs.

Learn about resource access

To process data, the Secure Agent and the advanced cluster access the resources that are part of an
advanced job, including resources on the cloud platform, source and target data, and staging and log
locations.

Resources are accessed to perform the following tasks:
e Design a mapping

¢ Create an advanced cluster

e Run ajob, including data preview

e Poll logs

Designing a mapping

When you design a mapping, the Secure Agent accesses sources and targets so that you can read and write
data.

For example, when you add a Source transformation to a mapping, the Secure Agent accesses the source to
display the fields that you can use in the rest of the mapping. The Secure Agent also accesses the source
when you preview data.

The Secure Agent accesses sources and targets based on the type of connectors that the job uses:
Connectors with direct access to Amazon data sources

If the mapping uses a connector with direct access to Amazon data sources, the Secure Agent uses role-
based security or credential-based security to access the source or target. For role-based security, the
Secure Agent uses the Secure Agent role to access data sources. If you specify an IAM role at the
connection level, the agent assumes the connection-level role to access the data sources at run time.
For credential-based security, the Secure Agent accesses the source or target through connection-level
AWS credentials.
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Connectors without direct access to Amazon data sources

If the mapping does not use a connector with direct access to Amazon data sources, the Secure Agent
uses the connection properties to access the source or target. For example, the Secure Agent might use
the user name and password that you provide in the connection properties to access a database.

Creating an advanced cluster

To create an advanced cluster, the Secure Agent uses the cluster operator role to store cluster details in the
staging location and to create the cluster. The master and worker nodes use the master and worker roles to
access cloud resources.

The following image shows the process that the Secure Agent uses to create a cluster:
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10.

You run a job.

The Secure Agent assumes the cluster operator role to gain elevated privileges on AWS. The cluster
operator role allows the Secure Agent to assume the master and worker roles.

If you create a user-defined worker role, the Secure Agent uses the worker role and verifies that the
cluster can access staging and log locations.

The Secure Agent uses the cluster operator role to store cluster details in the staging location.
The Secure Agent uses the cluster operator role to create the cluster.
The Secure Agent uses the cluster operator role to create cluster resources for the master node.

The master node uses the master role to access cloud resources on services on AWS like Amazon EC2,
AWS Auto Scaling, and Elastic Load Balancing to manage node elasticity and resource optimization.

The master node uses the master role to access the initialization script.

The Secure Agent uses the cluster operator role to create cluster resources for the worker nodes and
creates an Auto Scaling group with the minimum number of worker nodes.

The worker nodes use the worker role to access cloud resources on services on AWS like Amazon EC2
and AWS Networking to access compute and networking capabilities.
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11.

The worker nodes use the worker role to access the initialization script.

For more information about how the cluster operator role, the master role, and the worker role access cloud
resources in an advanced cluster, see “IAM policy reference” on page 54.

Running a job with direct access to Amazon data sources

To run a job that uses a connector with direct access to Amazon data sources, the cluster accesses Amazon
resources using role-based security or credential-based security.

The following image shows the process that the Secure Agent and cluster nodes use to run the job:
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The following steps describe the process that the Secure Agent and cluster nodes use to run the job:
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The Secure Agent assumes the cluster operator role to store job dependencies in the staging location.

The worker nodes use the connection-level role, the worker role, or connection-level AWS credentials to
access source data based on the job security type. If you use role-based security, the worker nodes use
the connection-level role or the worker role. If you use credential-based security, the worker nodes use
the connection-level credentials. The authentication configured at the connection level takes
precedence.

The worker nodes use the connection-level role, worker role, or connection-level credentials to access
the staging location to get job dependencies and stage temporary data.

The worker nodes use the worker role to auto-scale EBS volumes if the job requires more storage space.
The master node uses the master role to scale cluster nodes based on resource requirements.

The worker nodes use the worker role to store logs in the log location.

The master node uses the master role to store logs in the log location.

The Secure Agent uses the Secure Agent role to upload the agent job log to the log location.
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Security types

Worker nodes access Amazon resources in the following ways based on the security type:
Credential-based security

If you set up credential-based security, worker nodes use connection-level AWS credentials to access
Amazon resources, including Amazon data sources and the staging location. The worker nodes use the
worker role to access the log location.

Credential-based security overrides role-based security. If any source or target in the job provides AWS
credentials, the worker nodes reuse the credentials to access the staging location. For example, if a job
uses a JDBC V2 source and an Amazon S3 V2 target, the worker nodes use the AWS credentials that
access the S3 target to access the staging location for the job.

Role-based security

If you set up role-based security, worker nodes use either the connection-level role or the worker role to
access Amazon resources, including Amazon data sources, the staging location, and the log location.
The role configured at the connection level takes precedence over the worker role.

Note: If you use default master and worker roles, the policies that are attached to the Secure Agent role
are passed to the worker role. The policies that are passed to the worker role can grant the worker role
access to Amazon resources.

Running a job without direct access to Amazon data sources

To run a job that doesn't use a connector with direct access to Amazon data sources, the cluster accesses
Amazon resources using the connection properties and the worker role.

For example, JDBC V2 Connector doesn't have direct access to Amazon data sources. To run a job that uses
JDBC V2 Connector, the cluster uses the connection properties to read and temporarily stage the data before
processing and writing the data to the target.
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The following image shows the process that the Secure Agent and cluster nodes use to run the job:
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The following steps describe the process that the Secure Agent and cluster nodes use to run the job:

1. The Secure Agent assumes the cluster operator role to store job dependencies in the staging location.

2. The worker nodes use connection properties to access source data.

w

The worker nodes use the worker role to access the staging location to get job dependencies and stage
temporary data.

The worker nodes use the worker role to auto-scale EBS volumes if the job requires more storage space.

The master node uses the master role to scale cluster nodes based on resource requirements.

4
5
6. The worker nodes use the worker role to store logs in the log location.
7. The master node uses the master role to store logs in the log location.
8

The Secure Agent uses the Secure Agent role to upload the agent job log to the log location.

Note: If any connector in the job uses AWS credentials to directly access a source or target, the connection-
level AWS credentials override the worker role to gain access to the staging location.

Polling logs

When you use Monitor, the Secure Agent accesses the log location to poll logs.
The Secure Agent polls logs based on the type of connectors that the job uses:
Connectors with direct access to Amazon data sources

If the job uses a connector with direct access to Amazon data sources, the Secure Agent uses either
credential-based security or role-based security to access the log location. For credential-based security,
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the Secure Agent polls logs through the connection-level AWS credentials. For role-based security, the
Secure Agent polls logs through the permissions in the Secure Agent role.

Connectors without direct access to Amazon data sources

If the job does not use a connector with direct access to Amazon data sources, the Secure Agent polls
logs through the permissions in the Secure Agent role.

Step 2. Create storage locations for cluster files

In Amazon S3, create locations to store staging, log, and initialization script files.
Create the following storage locations:

e Alocation that the cluster will use to store staging files at run time
e Alocation that the cluster will use to store log files for the advanced jobs that run on the cluster

¢ Optionally, a location where you can store initialization scripts that cluster nodes will run to install
additional software on the cluster

The staging location stores temporary data, such as artifacts that the cluster distributes across cluster nodes
and data that you preview in a mapping. Because an error might prevent a mapping from clearing preview
data in the staging location, make sure that the users who have access to the staging location are permitted
to view source data.

If you create any initialization scripts, add the scripts to the appropriate location.

Step 3. Create the VPC and subnets (optional)

If you create your own VPC and subnets to host an advanced cluster, prepare the VPC and subnets according
to cluster requirements.

Complete the following tasks:

e Create subnets that support enough IP addresses to assist an elastic load balancer and the nodes in the
advanced cluster.

¢ Verify the routing configuration to make sure that the VPC and subnets can route requests in the cluster.

e Accept inbound traffic on the Secure Agent machine so that the Spark driver can communicate with the
Secure Agent.

Create subnets with enough IP addresses

Create subnets that support enough IP addresses to assist an elastic load balancer and the nodes in the
advanced cluster.

For each subnet, calculate the number of required IP addresses according to the following guidelines:

1. Add eight IP addresses to make sure that the elastic load balancer can scale properly.

2. Add one IP address for the master node. If you want to use a cluster that is highly available, add 3 IP
addresses instead.
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3. Add IP addresses equal to the maximum number of worker nodes.

For example, if the advanced cluster can have a maximum of 10 worker nodes, each subnet must support at
least 19 IP addresses.

Verify the routing configuration

Verify that the VPC and subnets can route requests in an advanced cluster.
To make sure that the VPC and subnets can route requests, verify the following items on AWS:

e The VPC contains all necessary networking components, including a route table, an internet gateway, and
a network ACL.

e DNS hostnames and DNS resolution are enabled.
e The route table allows any EC2 instance to use the internet gateway that is attached to the VPC.

For more information, refer to the AWS documentation.

Accept inbound traffic

Accept inbound traffic on the Secure Agent machine so that the Spark driver can communicate with the
Secure Agent.

Complete the following tasks:
1. Add an inbound rule to the AWS security group that is attached to the Secure Agent machine.

2. Specify the port 0-65535 to accept inbound traffic.
3. Specify the VPC in CIDR notation.

Step 4. Create user-defined security groups for
Amazon EC2

Create ELB, master, and worker security groups to fine-tune security settings in your AWS environment.
Configure the appropriate inbound and outbound rules for each security group. After you complete these
tasks, you can specify the security groups in an advanced configuration.

If you're looking for a quick setup, you can use the default security groups that the Secure Agent creates. For
more information, see “Use default security groups (alternative)” on page 29. You cannot mix and match
default and user-defined security groups. For example, if you create a user-defined ELB security group, you
must also create user-defined master and worker security groups.

For detailed instructions about how to create security groups for Amazon EC2, refer to the AWS
documentation.

Create the ELB security group

The ELB security group defines the inbound rules between the Kubernetes API server and clients that are
external to the advanced cluster. It also defines the outbound rules between the Kubernetes API server and
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cluster nodes. This security group is attached to the load balancer that the agent provisions for the advanced
cluster.

Inbound rules

The inbound rules identify the nodes outside of the advanced cluster that can access the Kubernetes API
server using HTTPS.

The inbound rules must allow the following traffic:

¢ Incoming traffic from the Secure Agent that creates the advanced cluster.
¢ Incoming traffic from master nodes in the same cluster.
¢ Incoming traffic from worker nodes in the same cluster.

¢ Incoming traffic from the Secure Agent using TCP port 31447. The Secure Agent uses this port to run data
preview jobs. If you need to change this port number, contact Informatica Global Customer Support.

e For advanced clusters that use a CLAIRE-powered configuration, include traffic from the Secure Agent to
the Prometheus server using TCP port 30000.

The following image shows the required inbound rules:

Inbound rules (4) C | Edit inbound rules

Q 1 @

Name v Securitygrouprule.. ¥ IPversi. v Type v Protocol ¥ Portra.. ¥ Source v Description v

5gr-08f304b5074083... - HTTPS. TCP 443 5g-08fe1041777412d... From master security group protocol [tcp] and port [443]
sgr-097b315f24d5cB2a6  — HTTPS Tcp 443 59-03701c1b1444c3fd...  From worker security group protocol [tcp] and port [443]
sqr-06f62b88ff28389cc 1Py Custom TCP TP 31447 207. From Agent protocol [tcp] and port [31447] for running data preview

sgr-012e79fc02fa7162d 1Pva HTTPS TP 443 207. Agent Api Access

Outbound rules
Use the default outbound rule to allow all outbound traffic.

You can restrict the destination of this rule, but the destination must include HTTPS traffic to all master
nodes in the cluster.

Create the master security group

The master security group defines the inbound rules between the master nodes and the worker nodes in the
advanced cluster, the ELB security group, and the Secure Agent. It also defines outbound rules to other
nodes. This security group is attached to all master nodes in the cluster.

Inbound rules
Inbound rules must allow the following traffic:

¢ Incoming traffic from worker nodes in the same cluster. For example, worker nodes accessing the API
server through the service named "kubernetes," or kube-proxy forwarding the network traffic inside or
outside the cluster. You can simplify the inbound rules for worker nodes by configuring the rule for
custom TCP and UDP with port range 1024 - 65535, as well as HTTPs with TCP at port 443.

¢ Incoming traffic from other master nodes in the same cluster.
¢ Incoming traffic using HTTPS over TCP at port 443 from the ELB security group in the same cluster.
¢ Incoming traffic using SSH over port 22.

e Incoming traffic using TCP port 31447, which is from the ELB security group in the same cluster. The
Secure Agent uses this port to run data preview jobs.

e For advanced clusters that use a CLAIRE-powered configuration, include traffic from the Secure Agent to
the Prometheus server using TCP port 30000.
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When you create and use a user-defined master security group, the Secure Agent ignores the following
default rules for SSH access from outside the cluster:

e The IP address of the Secure Agent, from where the cluster is created, can use the SSH protocol to
connect to worker nodes through port 22.

¢ The ability to configure the source Classless Inter-Domain Routing (CIDR) address using a custom
property.
e The configuration of SSH port using a custom property.

e The ability to set a local file path on an agent node for a public key using a custom property.

The following image shows the required inbound rules:

inound e ) =]
Q 1 ®
Name v Securitygrouprule.. v  IPversion v  Type v  Protocol v  Portra.. v  Source v Description v
- 5gr-010273cde3ec55cff - Custom TCP. TP 31447 59-036483238a834da From ELB security group protocol [tcp] and port [31447] for running data preview
$gr-054396¢5342229... - HTTPS T 443 59-0364832382834da.... From ELB security group protocol [tcp] and port [443]
- Sgr-007€74176c019 Te... - Alltraffic Al Al 59-08f€1041777412d... From master security group all traffic
= sgr-084cdd44573e0a2.. 1Pva ssH Tcp 22 207. Agent SSH access
- 5gr-0082f353e551e10c4 - Alltraffic Al Al 59-03701cTb1444c3fd... From worker security group all traffic

Outbound rules
Use the default outbound rule to allow all outbound traffic.

Outbound traffic from the master node can include the other master nodes; the ELB security group; worker
nodes; Secure Agents; other managed services on AWS such Amazon S3, EC2, and IAM; other storage
services; and other public services.

Create the worker security group

The worker security group defines the inbound and outbound rules between worker nodes in the advanced
cluster and other nodes. This security group is attached to all worker nodes in the cluster.

Inbound rules
Inbound rules must allow the following traffic:

¢ Incoming traffic from other worker nodes in the cluster. For example, communication between related
Pods.

¢ Incoming traffic from any master node in the cluster. For example, the master node contacts the kubelet
on worker nodes to get logs or support port forwarding.

¢ Incoming traffic from TCP ports 10250, 10257, and 10259.
¢ Incoming traffic using HTTPS with TCP at port 443 from the ELB security group in the same cluster.

e Incoming SSH access from outside the cluster. This rule is the same as the SSH inbound rule defined for
the master security group and is needed only if you want to access the worker node using SSH.

The following image shows the required inbound rules:

Inbound rules (4) Edit inbound rules
Q 1 @
Name Security group rule... IP version Type Protocol Port range Source Description
- sgr-096d906ee67ccOc65 - All traffic Al All 5g-0b493297a739d4b3 / ... From master security group all traffic
- sgr-070ff191011b23193 1Pv4. SSH TCcP 22 Agent SSH access
- sgr-0b3de0d275feetfa? - HTTPS Tcp 443 5g-033b65c02bf0beBE2 / . From ELB security group protocol [tcp] and port [443].
= sqr-09bb7#c5ackdd0b7 = Al traffic AlL All sg-O6a5d3ae5439a983a / ... From worker security group all traffic

Outbound rules

Use the default outbound rule to allow all outbound traffic.
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Outbound traffic from worker nodes can include the ELB security group; master nodes; other worker nodes;
the Secure Agent; other managed services on AWS such as Amazon S3, EC2, and IAM; other storage services;
and other public services. Additionally, the outbound rules must allow advanced jobs to communicate with
data sources, such as Redshift and Snowflake databases, and external services, such as REST endpoints that
the Secure Agent exposes.

Use default security groups (alternative)

When the Secure Agent creates an advanced cluster, it can generate a default ELB security group, master
security group, and worker security group. These default security groups define communication guidelines
between Kubernetes clients, the APl server, master nodes, worker nodes, and other services.

To allow the Secure Agent to generate the default security groups, the cluster operator policy for the cluster
operator role requires the following permissions:

ec2
ec2
ec2
ec2
ec?
ec2

ec?

:DescribeSecurityGroups
:CreateSecurityGroup
:DeleteSecurityGroup
:AuthorizeSecurityGroupEgress
:AuthorizeSecurityGroupIngress
:RevokeSecurityGroupEgress

:RevokeSecurityGroupIngress

For more information about the cluster operator role and the cluster operator policy, see “Step 7. Create IAM
roles” on page 30.

Step 5. Download and install a Secure Agent

Download and install a Secure Agent on a Linux virtual machine on an Amazon EC2 instance. This EC2
instance is known as the Secure Agent machine.

The following table lists the minimum resource requirements on the Secure Agent machine:

Component Minimum requirement
Cores per CPU At least four

Memory 16 GB

Disk Space 100 GB

After you install a Secure Agent, install OpenSSL on the Secure Agent machine.

For more information about installing a Secure Agent, see Runtime Environments.
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Step 6. Allow domains in AWS

When the Secure Agent creates an advanced cluster in an AWS environment, the cluster nodes need access
to certain domains to fetch artifacts, such as machine images, and to access sources and targets.

Add the following domains to the outbound allowlists for your security groups:

artifacthub.informaticacloud.com
.s3.amazonaws.com

.s3.<staging bucket region>.amazonaws.com
awscli.amazonaws.com

Note: You need to install AWS CLI as part of the cluster creation.

If you use an Amazon S3 or Amazon Redshift object as a source or target, allow inbound traffic to each
source and target bucket that the agent will access.

If you use GPU-enabled worker instances, also allow the following domains:

.docker.com
.docker.io
.nvidia.com
.nvidia.github.io

Also allow the appropriate region for AWS:
sts.amazonaws.com

To enable a regional endpoint connection, contact Informatica Global Customer Support to get the required
custom property setting.

Note: If your organization does not use an outgoing proxy server, contact Informatica Global Customer
Support to disable the proxy settings used for S3 access.

Step 7. Create IAM roles

Create the cluster operator, Secure Agent, master, and worker roles, and create the appropriate policies for
each role to perform cluster operations in the AWS environment.

To create the IAM roles, complete the following tasks:

-

Create the cluster operator role.

2. Create the cluster operator policy.
3. Attach the cluster operator policy to the cluster operator role.
4. Configure the maximum CLI/API session duration for the cluster operator role.
5. Create or reuse the Secure Agent role.
6. Add the AssumeRole permission to the Secure Agent role.
7. Configure the trust relationship for the cluster operator role to include the Secure Agent role.
8. Create user-defined master and worker roles.
9. Optionally, encrypt staging data and log files at rest.
10. Optionally, create role-based security policies for Amazon data sources.
11. Create or reuse a cluster storage access policy for the Secure Agent role.

Note: To minimize the Secure Agent's permissions in your environment, avoid attaching the cluster operator
role to the Secure Agent machine.
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Create the cluster operator role

In AWS, create an IAM role for the cluster operator. Name the role cluster operator role.

The following image shows how the cluster operator role might appear in the AWS Management Console:

Identity and Access x 1AM Roles uster
Management (IAM)

Delete
cluster_operator_role
Q=
Dashboard Summary Edit
¥ Access management
U Creation date ARN Link to switch roles in console Instance profile ARN
ser groups )
November 04,2021, 16:41 (UTC-07:00) @) arn:aws:iam: role/cluster_op | €] https://signin.aws.amazon, @ P
Users erator_role Jcluster_operator_role
Roles
Policies Last activity Maximum session duration
Identity providers None 1 hour
Account settings
» Access reports Permissions. Trust relationships Tags Access Advisor Revoke sessions
Permissions policies (0) = Simulate Remove Add permissions W
ou can attach up to 10 managed policie
Q filter polcies by property o policy name and press enter <1y e
Policy name [ - Type - Description

No resources to display

For instructions about creating an IAM role, refer to the AWS documentation. AWS provides several ways to
create an IAM role, such as using the AWS Management Console or the AWS CLI.

Create the cluster operator policy

Create an |IAM policy for the cluster operator role. Name the policy cluster operator_policy. The cluster
operator policy contains the permissions that the cluster operator role needs to create and manage cloud
resources for an advanced cluster. The cluster operator role is sometimes known as the kubeadm role.

The following image shows how the cluster operator policy might appear in the AWS Management Console:

Identity and Access Policies > cluster_operator_policy
A 9

Management (IAM) Summary Delete policy

Dashboard Policy ARN  armaws:iam: policy/cluster_operator_policy %]
+ Access management Description  Minimum permissions required to create a Kubernetes cluster.

User groups —

Permissions | Policyusage | Tags  Policyversions | Access Advisor

Users

Roles \ Policy summary | {}JSON Edit policy @

Policies

Q

Identity providers

Account settings Service = Access lavel

Access reports Allow (9 of 315 services) Show remaining 306

o EC2 Full: Tagging Limited: List, Read, Write All resources None
: EC2 Auto Scaling Full: Read Limited: List, Write All resources None

ELB Full: List Limited: Read, Write, Tagging All resources None

ELBv2 Limited: Read, Write, Tagging All resources None

1AM Limited: List, Read, Write, Permissions All resources None

management, Tagging

KMS Limited: Read All resources None
Price List Limited: Read All resources None
s3 Limited: List, Read, Write, Tagging Multiple None
sTS Limited: Write All resources None

The JSON document below is a template for the cluster operator role policy. Permissions that are not
mandatory are flagged as OPTIONAL.
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Tip: Be sure to remove the 'OPTIONAL' text from any lines that you are keeping.

{

"Version": "2012
"Statement": [

{
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"Sid": "
"Effect"
"Action"
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"53
"s3:
"s3:
"s3:
"53
"s3:
1y

"Resourc

"arn:
"arn:
"arn:
"arn:
"arn:
"arn:
"arn:
"arn:

-10-17",

VisualEditor0O",

: "Allow",

2l
GetLifecycleConfiguration",
GetBucketTagging",
GetBucketWebsite",
GetBucketLogging",
ListBucket",
GetAccelerateConfiguration",
GetBucketVersioning",
GetReplicationConfiguration",
PutObject",

GetObjectAcl",

GetObject",
GetEncryptionConfiguration",
PutBucketTagging",
GetBucketRequestPayment",
GetBucketCORS",
GetObjectTagging”,

:PutObjectTagging",

GetBucketLocation",
GetObjectVersion",
DeleteObjectTagging",

:DeleteObjectVersion”,

DeleteObject"

e": |
aws:s3:::discale-ga-east/*",
aws:s3:::discale-ga-west/*",
aws:s3:::discalega/*",
aws:s3:::disnext-dev/*",
aws:s3:::discale-ga-east",
aws:s3:::discale-ga-west",
aws:s3:::discaleqga",
aws:s3:::disnext-dev"

"Sid": "VisualEditorl",

"Effect":
"Action":

"ec2
"ec2
"ec2
"ec2
"ec2
"ec2

"ec2:

"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2

"Allow",

[
:DescribelInternetGateways",
:AttachInternetGateway",
:CreateInternetGateway",
:DetachInternetGateway",
:DeletelnternetGateway",
:CreateKeyPair",
ImportKeyPair",
:DescribeKeyPairs",
:DeleteKeyPair",
:CreateRoute",
:DeleteRoute",
:DescribeRouteTables",
:CreateRouteTable",
:ReplaceRouteTableAssociation”,
:AssociateRouteTable",
:DisassociateRouteTable",
:DeleteRouteTable",
:DescribeNetworkInterfaces",
:DescribeVpcs",
:CreateVpc",

:DeleteVpc",
:ModifyVpcAttribute",
:DescribeSubnets",
:CreateSubnet",

OPTIONAL
OPTIONAL
OPTIONAL
OPTIONAL

OPTIONAL
OPTIONAL

OPTIONAL
OPTIONAL
OPTIONAL
OPTIONAL
OPTIONAL

OPTIONAL
OPTIONAL
OPTIONAL

OPTIONAL



"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2
"ec2

:DeleteSubnet",
:DescribeSecurityGroups",
:CreateSecurityGroup",
:AuthorizeSecurityGroupIngress",
:RevokeSecurityGroupIngress",
:AuthorizeSecurityGroupEgress",
:RevokeSecurityGroupEgress",
:DeleteSecurityGroup",
:CreateTags",

:DescribeTags",

:DeleteTags",

:CreateVolume",
:DescribeVolumes",
:DeleteVolume",
:DescribeImages",
:DescribelInstanceAttribute",
:ModifyInstanceAttribute",
:RunInstances",
:DescribeInstances",
:StartInstances",
:StopInstances",
:DescribelInstanceTypes",
:TerminatelInstances",
:DescribeRegions",
:DescribeAvailabilityZones",
:CreateLaunchTemplate",
:DescribelLaunchTemplateVersions",
:DescribelLaunchTemplates”,
:DeleteLaunchTemplate",
:CreateLaunchTemplateVersion",
:DeleteLaunchTemplateVersions",

OPTIONAL

OPTIONAL
OPTIONAL
OPTIONAL
OPTIONAL
OPTIONAL
OPTIONAL

"autoscaling:AttachLoadBalancers",

"autoscaling:
"autoscaling:
"autoscaling:
"autoscaling:
"autoscaling:
"autoscaling:
"autoscaling:

DescribeTags",
CreateAutoScalingGroup",
DescribeAutoScalingGroups",
DescribeScalingActivities™",
UpdateAutoScalingGroup",
DeleteAutoScalingGroup",
TerminateInstanceInAutoScalingGroup",

"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:

"pricing:GetProducts"

AddTags",
DescribeTags",
ApplySecurityGroupsToLoadBalancer",
AttachLoadBalancerToSubnets",
ConfigureHealthCheck",
CreateLoadBalancer",
DescribelLoadBalancers",
DeleteLoadBalancer",
CreateloadBalancerListeners",
DescribeInstanceHealth",
DescribelLoadBalancerAttributes",
ModifyLoadBalancerAttributes",
RegisterInstancesWithLoadBalancer",
OPTIONAL

"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
"iam:
:GetRolePolicy",
"iam:
"iam:
"iam:
"iam:

"iam

GetInstanceProfile",
GetContextKeysForPrincipalPolicy",
ListInstanceProfiles",
SimulatePrincipalPolicy",
CreatelnstanceProfile",
DeleteInstanceProfile",
CreateRole",

GetRole",

ListRoles",

PassRole",
ListRolePolicies",
CreateServiceLinkedRole",
DeleteRole",

OPTIONAL
OPTIONAL
OPTIONAL

OPTIONAL
AddRoleToInstanceProfile", OPTIONAL
ListAttachedRolePolicies",
ListInstanceProfilesForRole",
RemoveRoleFromInstanceProfile",
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"iam:PutRolePolicy", OPTIONAL

"iam:AttachRolePolicy", OPTIONAL

"iam:DetachRolePolicy", OPTIONAL

"iam:DeleteRolePolicy", OPTIONAL

"iam:GetUser",

"kms:DescribeKey", OPTIONAL

"kms:Get*",

"sts:AssumeRole", OPTIONAL

"sts:DecodeAuthorizationMessage" OPTIONAL
léesource": mxn

}

Add permissions to the template based on your organizational requirements. For information about each
permission, see “IAM policy reference” on page 54.

The cluster operator role also requires the following permissions for public Informatica-managed Kubernetes
clusters:

{
"Sid": "VisualEditorO",
"Effect": "Allow",
"Action": [

"ec2:GetLaunchTemplateData",
"ec2:ModifyLaunchTemplate",
"ec2:DescribelaunchTemplates",
"ec2:DescribelLaunchTemplateVersions"

]I

"Resource": "arn:aws:ec2:*:543463116864:launch-template/*.k8s.local"
}

The actions on Amazon S3 must be specified for all staging, log, and initialization script locations that you
provide in advanced configurations.

For example, if you use staging location dev/Staging/, log location dev/Logging/, and initialization script
location dev/InitScript/, the policy must list the following resources for actions on Amazon S3:

"Resource": [

"arn:aws:s3:::dev",
"arn:aws:s3:::dev/Staging/",
"arn:aws:s3:::dev/Staging/*",
"arn:aws:s3:::dev/Logging/",
"arn:aws:s3:::dev/Logging/*",
"arn:aws:s3:::dev/InitScript/",
"arn:aws:s3:::dev/InitScript/*"

]

If you use a different set of staging, log, and initialization script locations in another advanced configuration,
you must add those locations as resources to the same policy.

To accommodate S3 locations that change frequently, you can use wildcards. For more information, refer to
the AWS documentation.
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Attach the cluster operator policy

In AWS, attach the IAM policy cluster operator policy tothe IAM role cluster operator role.

The following image shows how the AWS Management Console might appear when you attach the cluster
operator policy to the cluster operator role:

Identity and Access x 1AM > Roles > cluster_operatorrole > A
Management (IAM)

Attach policy to cluster_operator_role

Q se . -
» Current permissions policies
Dashboard
W Access management
User groups . . B
.’ Other permissions policies (Selecte o Create Policy O
sers
Roles Q Filte e ert ame and press enfel 1 match <1 > @&

Policies
*cluster_operator_policy’ X Clear filters
Identity providers

Account settings
Policy name (7' - Type - Description

P Access reports
cluster_operator_policy Customer managed Minimum permissions required to create a Kubemetes ..

Configure the maximum CLI/API session duration for the cluster
operator role
In the IAM role cluster operator role, set the maximum CLI/API session duration to at least 30 minutes.

When you increase the duration, the Secure Agent has longer access to cloud resources within a single
session, and you can run longer jobs on an advanced cluster.

For more information, refer to the AWS documentation.

Create or reuse the Secure Agent role

The Secure Agent requires an IAM role to access certain cloud resources while a job is running. This IAM role
is attached to the Amazon EC2 instance where the Secure Agent is installed.

You can either create or reuse the Secure Agent role. Name this IAM role agent_role.

Create the Secure Agent role
To create the Secure Agent role, complete the following tasks in AWS:

1. Create an IAM role named agent_role.

2. Attach the IAM role agent_role to the Amazon EC2 instance where the Secure Agent is installed.
Reuse the Secure Agent role

If you already created an IAM role that is attached to the Amazon EC2 instance where the Secure Agent is
installed, you can designate the IAM role to be the Secure Agent role.
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Add the AssumeRole permission to the Secure Agent role

The Secure Agent needs to assume the cluster operator role to gain elevated permissions to manage an
advanced cluster. For the Secure Agent to assume the cluster operator role, the Secure Agent role needs to
have the AssumeRole permission.

To configure the AssumeRole permission, complete the following tasks in AWS:

1. Create the following IAM policy called assume _role agent policy:

{
"Version": "2012-10-17",
"Statement": {
"Effect": "Allow",
"Action": "sts:AssumeRole",
"Resource": "arn:aws:iam::{{account-id}}:role/cluster operator role"

}
}

Note: The value in the Resource element is the ARN of the cluster operator role.

2. Attach the IAM policy assume_role agent policy to the IAM role agent role.

Configure the trust relationship for the cluster operator role to
include the Secure Agent role

Because the Secure Agent needs to assume the cluster operator role, the cluster operator role needs to trust
the Secure Agent.

Edit the trust relationship of the IAM role cluster operator role and specify the following policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",

"Principal": {

"Service": "ec2.amazonaws.com"
b
"Action": "sts:AssumeRole"

"Effect": "Allow",

"Principal": {

"AWS": "arn:aws:iam::{{account-id}}:role/agent role"
}I
"Action": "sts:AssumeRole",

}

Note: The value in the Principal element is the ARN of the Secure Agent role.

Optionally, you can configure an external ID to limit the entities that can assume the cluster operator role.
Every time that the Secure Agent attempts to assume the cluster operator role, it must specify the external
ID.

For example, you can configure the external ID "123" using the following policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",

"Principal": {

"Service": "ec2.amazonaws.com"
by
"Action": "sts:AssumeRole"
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"Effect": "Allow",

"Principal": {
"AWS" : "arn:aws:iam::{(account—id}}:role/agent_role"

b

"Action": "sts:AssumeRole",

"Condition": {
"StringEquals": {

"sts:ExternalId": "123"

}

}

}

Create user-defined master and worker roles

Create user-defined master and worker roles to fine-tune permissions for the master and worker nodes in an
advanced cluster. The nodes use the permissions to run the Spark applications in an advanced job. After you
complete these tasks, you can specify the master and worker instance profiles in an advanced configuration.

If you're looking for a quick setup, you can use default master and worker roles. For more information, see
“Use default master and worker roles (alternative)” on page 46 and “Master and worker role types
reference” on page 66.

To create user-defined roles, complete the following tasks:

1. Create the master and worker roles.

Create master policies.

Create worker policies.

Attach the policies to the master and worker roles.

Allow the cluster operator role to assume the worker role.

o g M w DN

Allow the cluster operator role to assume the master role.

The master and worker roles, the instance profiles, and the cluster operator role must be defined under the
same AWS account.

When the Secure Agent starts the advanced cluster, the agent uses the cluster operator role to validate
whether the instance profiles exist and whether the master and worker roles have access to required cluster
directories, such as staging, log, and initialization script locations. If validation fails, the cluster fails to be
created.

Create the master and worker roles

In AWS, create IAM roles for the master and worker nodes. Name the roles master role and worker role,
respectively.

When you create the master and worker roles, AWS automatically generates an instance profile for each role.

If the policy content provides access to staging, log, and initialization script locations for multiple advanced
clusters, you can reuse the same instance profiles across different advanced configurations.
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Create master policies

Create IAM policies for the master role. You can define each policy as an inline policy or a managed policy.

The following table describes each IAM policy:

Policy

Description

minimal master policy

Required. Provides the minimal access permissions for the master role.

staging log access master policy

Required. Provides access to the staging and log locations.

init_script_master policy

Required only if you use an initialization script. Provides access to the
initialization script path and the location that stores init script and cloud-
init logs.

For information about each permission and why it's required, see “IAM policy reference” on page 54. For
information about editing the policies, see “Master and worker policy restriction reference” on page 67.

Note: You can also generate the policy content by running the generate-policies-for-userdefined-
roles.sh command. For more information about the command, see “generate-policies-for-userdefined-
roles.sh” on page 167. The command creates the output file my-userdefined-master-worker-role-policies.json.

minimal_master_policy

The IAM policy minimal master policy lists the minimal requirements for the user-defined master role.

You can use the following JSON document as a template for the minimal master policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [

"ec2:Describelnstances",
"ec2:DescribeRegions",
"ec2:DescribeRouteTables",
"ec2:DescribeSecurityGroups",
"ec2:DescribeSubnets",
"ec2:DescribeVolumes"

]l
"Resource": [
nmxn

]

"Effect": "Allow",
"Action": [

"ec2:DescribeVpcs",
"ec2:CreateTags",
"ec2:CreateVolume",
"ec2:DescribeVolumesModifications",
"ec2:ModifyInstanceAttribute”,
"ec2:ModifyVolume"

1y
"Resource": [
wxn

]

"Effect": "Allow",
"Action": [

"ec2:AttachVolume", // If enabling CLAIRE, move AttachVolume to the same

section as CreateVolume.
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"ec2:DeleteVolume",
"ec2:DetachVolume"
}l
"Resource": [
wxkn
1y
"Condition": {
"StringLike": {
"ec2:ResourceTag/KubernetesCluster": "*.k8s.local"

}

"Effect": "Allow",

"Action": [
"autoscaling:DescribeAutoScalingGroups",
"autoscaling:DescribeLaunchConfigurations",
"autoscaling:DescribeAutoScalingInstances",
"autoscaling:DescribeTags",
"autoscaling:DescribeScalingActivities"

1y

"Resource": [
mWxkn
]
"Effect": "Allow",
"Action": [

1y

"autoscaling:SetDesiredCapacity",
"autoscaling:TerminateInstanceInAutoScalingGroup",
"autoscaling:UpdateAutoScalingGroup"

"Resource": [

:| r

(2]

"Condition": {

"Effect":

"StringLike": {

"autoscaling:ResourceTag/KubernetesCluster": "*.k8s.local"

}

"Allow",

"Action": [

j| r

"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:

"Resource": [

1y

nxm

"Condition": {

"Effect":

"StringLike": {

AddTags",
AttachLoadBalancerToSubnets",
ApplySecurityGroupsToLoadBalancer",
ConfigureHealthCheck",
DeletelLoadBalancer",
DeleteloadBalancerListeners”,
DescribelLoadBalancers",
DescribelLoadBalancerAttributes",
DetachLoadBalancerFromSubnets",
DeregisterInstancesFromLoadBalancer",
ModifyLoadBalancerAttributes",
RegisterInstancesWithLoadBalancer",
SetLoadBalancerPoliciesForBackendServer"

"elasticloadbalancing:ResourceTag/KubernetesCluster": "*.k8s

}

"Allow",

"Action": [

.local"
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"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
:ModifyTargetGroup",

"elasticloadbalancing

"elasticloadbalancing:
"elasticloadbalancing:

1,

"Resource": [
wxkn

}l

"Condition": {
"StringLike": {

"elasticloadbalancing:ResourceTag/KubernetesCluster":

}

"Effect": "Allow",
"Action": [

AddTags",

Deletelistener",
DeleteTargetGroup",
DeregisterTargets",
DescribelListeners",
DescribelLoadBalancerPolicies",
DescribeTargetGroups",
DescribeTargetHealth",
ModifyListener",

RegisterTargets",
SetLoadBalancerPoliciesOfListener"

"iam:ListServerCertificates",
"iam:GetServerCertificate"

1,
"Resource": [
wxkn

]

"Effect": "Allow",

"Action": [
"s3:Get*"

1,

"Resource": [

"arn:aws:s3:::<cluster-staging-dirl>/*"

]

"Effect": "Allow",

"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",

"kms:GenerateDataKey*",

"kms:DescribeKey"
1,

"Resource": [
wxn

]

}
staging_log_access_master_policy

The IAM policy staging log access master policy provides access to the staging and log locations.

You can use the following JSON document as a template for the staging log access master policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [

"s3:GetBucketLocation"
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}

"s3:GetEncryptionConfiguration",
"s3:ListBucket"

} 4

"Resource": [
"arn:aws:s3:::<cluster-staging-bucket-namel>",
"arn:aws:s3:::<cluster-logging-bucket-namel>"

"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObjectAcl",
"s3:GetObject",
"s3:DeleteObject",
"s3:PutObjectAcl”
1,
"Resource": [
"arn:aws:s3:::<cluster-staging-dirl>/*",
"arn:aws:s3:::<cluster-logging-dirl>/*"

init_script_master_policy

The IAM policy init_script master policy is required by the Cluster Computing System to allow the
master node to access the initialization script and init script logging directories for the cluster.

You can use the following JSON document as a template for the init script master policy:

{

"Version": "2012-10-17",
"Statement": [

{

"Effect": "Allow",

"Action": [
"s3:GetBucketLocation",
"s3:ListBucket"

} 4

"Resource": [
"arn:aws:s3:::<cluster-init-script-bucket-namel>"

]

"Effect": "Allow",

"Action": [
"s3:GetObject"

] 4

"Resource": [
"arn:aws:s3:::<cluster-init-script-dirl>/*"

Create worker policies

Create IAM policies for the worker role. You can define each policy as an inline policy or a managed policy.
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The following table describes each IAM policy:

Policy

Description

minimal worker policy

Required. Provides the minimal access permissions for the worker role.

ebs autoscaling worker policy

Required only if EBS volumes auto-scale.

staging log access worker policy

Required. Provides access to the staging and log locations.

init script worker policy

Required only if you use an initialization script. Provides access to the
initialization script path and the location that stores init script and cloud-
init logs.

For information about each permission and why it's required, see “IAM policy reference” on page 54. For

information about editing the policies, see

“Master and worker policy restriction reference” on page 67.

Note: You can also generate the policy content by running the generate-policies-for-userdefined-
roles.sh command. For more information about the command, see “generate-policies-for-userdefined-
roles.sh” on page 167. The command creates the output file my-userdefined-master-worker-role-

policies.json.

minimal_worker_policy

The IAM policy minimal worker policy lists the minimal requirements for the user-defined worker role.

You can use the following JSON document as a template for the minimal worker policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"ec2:Describelns

tances",

"ec2:DescribeRegions”

}l
"Resource": [
nmxn

]

"Effect": "Allow",

"Action": [
"ec2:CreateTags"

] 4

"Resource": [
"arn:aws:ec2:*:*

]

"Effect": "Allow",
"Action": [

:volume/*"

"autoscaling:DescribeAutoScalingInstances",
"autoscaling:DescribeTags"

:| r

"Resource": [

nmxn

]

"Effect": "Allow",

"Action": [
"s3:Get*"

1 4
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}

"Resource": [
"arn:aws:s3:::<cluster-staging-dirl>/*"

]

"Effect": "Allow",

"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"

1y

"Resource": [
wxn

]

ebs_autoscaling_worker_policy

The |AM policy ebs_autoscaling worker policy is required by the worker nodes to auto-scale EBS volumes.

You can use the following JSON document as a template for the ebs_autoscaling worker policy:

{

"Version": "2012-10-17",
"Statement": [

{

"Action": [
"ec2:DescribeVolumes",
"ec2:CreateVolume",
"ec2:ModifyInstanceAttribute"

]l

"Effect": "Allow",

"Resource": [
wxkn

]

"Action": [
"ec2:CreateTags"

1 4

"Effect": "Allow",

"Resource": [
"arn:aws:ec2:*:*:volume/*"

]

"Action": [
"ec2:AttachVolume",
"ec2:DetachVolume"

1y

"Condition": {
"StringLike": {

"ec2:ResourceTag/KubernetesCluster": "*.k8s

}

}l

"Effect": "Allow",

"Resource": [
"arn:aws:ec2:*:*:instance/*"

]

"Action": [
"ec2:AttachVolume",
"ec2:DetachVolume",
"ec2:DeleteVolume"

1 r

.local"
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"Condition": {
"StringLike": {
"ec2:ResourceTag/CREATED BY": "infa-storage-scalerd-*"
}
}I
"Effect": "Allow",
"Resource": [
"arn:aws:ec2:*:*:volume/*"

]

}
staging_log_access_worker_policy

The IAM policy staging log access_worker policy is required by the Cluster Computing System to permit
worker nodes to access staging and logging directories.

You can use the following JSON document as a template for the staging log access _worker policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:GetBucketLocation",
"s3:GetEncryptionConfiguration",
"s3:ListBucket"
} 4
"Resource": [
"arn:aws:s3:::<cluster-staging-bucket-namel>",
"arn:aws:s3:::<cluster-logging-bucket-namel>"

"Effect": "Allow",
"Action": [
"s3:PutObject”,
"s3:GetObjectAcl",
"s3:GetObject",
"s3:DeleteObject",
"s3:PutObjectAcl”
1y
"Resource": [
"arn:aws:s3:::<cluster-staging-dirl>/*",
"arn:aws:s3:::<cluster-logging-dirl>/*"

"Effect": "Allow",
"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"

1 r

"Resource": [

mxn

]

}
init_script_worker_policy

The IAM policy staging log access worker policy is required by the Cluster Computing System to allow
worker nodes to access the initialization script and init script logging directories.
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You can use the following JSON document as a template for the init script worker policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:GetBucketLocation",
"s3:ListBucket"
1,
"Resource": [
"arn:aws:s3:::<cluster-init-script-bucket-namel>"

]

"Effect": "Allow",

"Action": [
"s3:GetObject"

1y

"Resource": [
"arn:aws:s3:::<cluster-init-script-dirl>/*"

Attach the policies to the master and worker roles
Attach each IAM policy to the appropriate IAM role: either master role or worker role.

The following table lists the policies to attach to each role:

Role Policies

master role - minimal master policy
- staging log access master policy
- init script master policy

worker role - minimal worker policy

- ebs autoscaling worker policy

- staging log access worker policy
- init _script worker policy

Allow the cluster operator role to assume the worker role

The cluster operator role must be able to assume the worker role to validate an advanced configuration.

Edit the trust relationship of the IAM role worker role and specify the following policy:

{
"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Principal":{
"AWS": [

"arn:aws:iam::<AWS account>:role/<cluster operator role>"
1y
"Service":"ec2.amazonaws.com"

b

"Action":"sts:AssumeRole"
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Allow the cluster operator role to assume the master role
The cluster operator role must be able to assume the master role to validate an advanced configuration.
Edit the trust relationship of the IAM role master role and specify the following policy:

{
"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Principal":{
"AWS": [
"arn:aws:iam::<AWS account>:role/<cluster operator role>"
}l
"Service":"ec2.amazonaws.com"
}I

"Action":"sts:AssumeRole"

Use default master and worker roles (alternative)

For a quick setup, you can use default master and worker roles. In this case, the Secure Agent automatically
creates the roles when the agent starts an advanced cluster.

The agent attaches policies to the roles based on the permissions that are required by Kubernetes services. If
you use role-based security and jobs have direct access to Amazon data sources, the agent also identifies
the policies that are attached to the Secure Agent role and passes the policies to the worker role.

To use default roles, add the following policy to the IAM role cluster operator role:

{
"Version":"2012-10-17",
"Statement": [
{

"Effect":"Allow",

"Action": [
"iam:AddRoleToInstanceProfile",
"iam:CreateInstanceProfile",

"iam:CreateRole",
"iam:DeleteInstanceProfile",
"iam:DeleteRole",
"iam:DeleteRolePolicy",
"iam:GetInstanceProfile",
"iam:GetRole",
"iam:GetRolePolicy",
"iam:GetUser",
"iam:ListAttachedRolePolicies",
"iam:ListInstanceProfiles",
"iam:ListInstanceProfilesForRole",
"iam:ListRolePolicies",
"iam:ListRoles",
"iam:PassRole",
"iam:PutRolePolicy",
"iam:RemoveRoleFromInstanceProfile",
"iam:AttachRolePolicy",
"iam:DetachRolePolicy",
"iam:CreateServiceLinkedRole"
]I
"Resource": [
Rl

]
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Encrypt staging data and log files at rest (optional)

Optionally, set up Amazon S3 default encryption for S3 buckets to automatically encrypt staging data and log
files that are stored on Amazon S3.

You can set up Amazon S3 default encryption for S3 buckets using one of the following encryption options:

Server-Side Encryption with Amazon $3-Managed Keys (SSE-S3)

Use SSE-S3 to encrypt individual staging and log files or to encrypt the S3 buckets that contain the
staging and log locations.

Server-Side Encryption with AWS KMS-Managed Keys (SSE-KMS)

Use SSE-KMS to encrypt individual staging and log files. If you create user-defined master and worker
roles, you can also encrypt the S3 buckets that contain the staging and log locations.

For more information about the encryption options, refer to the AWS documentation.

If you use SSE-KMS and create user-defined master and worker roles, you can restrict the customer master
key (CMK) IDs that the master and worker roles can access to encrypt and decrypt data.

Specify the key IDs in the policies that are attached to the master and worker roles. In each policy, edit the
Resource element in the following statement that determines actions on AWS Key Management Service
(KMS):

"Effect": "Allow",
"Action": [
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:DescribeKey"

1y
"Resource": [
Al

]
}

Note: If you use SSE-KMS, you must use the default AWS-managed CMK on your Amazon account. You
cannot create a custom CMK.

Create role-based security policies for Amazon data sources
(optional)
Role-based security uses IAM roles to access data sources. If a connector directly accesses AWS, such as

Amazon S3 V2 Connector or Amazon Redshift V2 Connector, create policies to allow the Secure Agent and
worker roles to have access to data sources and fine-tune their permissions in your AWS environment.

You can skip this step if you use connectors that don't have direct access to AWS. For example, JDBC V2
Connector uses a driver to query data on Amazon Aurora and does not directly access the underlying data.

If you're looking for a quick setup, you can use credential-based security. For more information, see “Use
credential-based security (alternative)” on page 49.

Complete the following tasks:
1. Create policies for the Secure Agent and worker roles.
2. Optionally, configure cross-account access.

By default, the agent and worker roles access data sources, but you can specify an IAM role at the
connection level to access the data sources instead of using the agent and worker roles.
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If you use default master and worker roles, consider the following guidelines:

* If you edit the Secure Agent role, you must restart the agent to update the master and worker roles.
e The default worker role doesn't honor the permission boundaries for the Secure Agent role.

e The staging location, log location, and cluster operator role must be in the same AWS account.

Step 10.1. Create policies for the Secure Agent and worker roles

Create policies to allow the Secure Agent and worker roles to access Amazon data sources in an advanced
job. Create and distribute the policies based on the worker role type.

User-defined worker role

If you create a user-defined worker role, you can provide access to the data sources in one of the following
ways:

Create a new managed policy
To create a new managed policy, complete the following tasks:
1. Create the policy that the connector requires. Name the policy data_source access_policy. For
information about connector requirements, see the help for the appropriate connector.

2. Attach the policy data_source access policy to both the Secure Agent role and worker role.
Reuse the IAM policy staging log access worker policy

To reuse the IAM policy staging log access worker policy thatis attached to the worker role,
complete the following tasks:

1. Specify the data sources in the Resource elements.

For example, the Resource element in the following statement specifies the staging and log
locations:

"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObjectAcl",
"s3:GetObject",
"s3:DeleteObject",
"s3:PutObjectAcl"
:I 4
"Resource": [
"arn:aws:s3:::<cluster-staging-dirl>/*",
"arn:aws:s3:::<cluster-logging-dirl>/*"

}
Below "arn:aws:s3:::<cluster-logging-dirl>/*", add the data sources.
2. Addthe Secure Agent role to the trust relationship of the worker role.
3. Add the worker role to the trust relationship of the Secure Agent role.
Default worker role
If you use the default worker role, complete the following tasks:

1. Create the policy that the connector requires. Name the policy data_source access _policy. For
information about connector requirements, see the help for the appropriate connector.

2. Attach the policy data_source access policy to the Secure Agent role. The Secure Agent will
automatically pass the policy to the worker role.
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Step 10.2. Configure cross-account access (optional)

If you require cross-account access to S3 buckets in multiple Amazon accounts and you use user-defined
master and worker roles, set up cross-account IAM roles in AWS.

When you set up cross-account IAM roles in AWS, complete the following tasks:

e Edit the policies in the user-defined worker role to access the S3 resources in each account.

e Add a bucket policy to the S3 buckets in each account that permits the user-defined worker role to access
the bucket.

Note: You cannot combine cross-account access with default master and worker roles and role-based
security. If your organization requires cross-account access, consider one of the following options:

e Create user-defined master and worker roles. For more information, see “Create user-defined master and
worker roles” on page 37.

e Use credential-based security. For more information, see “Use credential-based security (alternative)” on
page 49.

For information about how to set up cross-account IAM roles, refer to the AWS documentation.

Use credential-based security (alternative)

For a quick setup, you can reuse the AWS credentials that you configure in a data source's connection
properties instead of configuring IAM roles. Cluster nodes use the connection-level credentials to access the
staging and log locations only when the same S3 bucket stores the data sources, staging files, and log files.

For example, if a job uses a JDBC V2 source and an Amazon S3 V2 target, cluster nodes use the Amazon S3
V2 credentials to access the staging location for the job.

Note: The AWS credentials in the connection must be able to access the Amazon S3 staging location that the
job uses, and credentials override IAM roles. If you configure AWS credentials for a connector and the same
credentials cannot access both the data sources and the staging location in an advanced job, the job fails.

If you require cross-account access to S3 buckets in multiple Amazon accounts, provide credentials for each
Amazon account at the connection level.

Create or reuse a log access policy for the Secure Agent role

The Secure Agent needs permissions to access the log location to upload the agent job log at the end of an
advanced job.

You can either create or reuse an IAM policy for log access.

Create a log access policy
To create an IAM policy for log access, complete the following tasks in AWS:

1. Create the following IAM policy named log_access_agent policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:GetBucketLocation",
"s3:GetEncryptionConfiguration",
"s3:ListBucket"
1,
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"Resource": [
"arn:aws:s3:::<cluster-logging-bucket-namel>"

]

"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObjectAcl",
"s3:GetObject",
"s3:DeleteObject",
"s3:PutObjectAcl"
1,

"Resource": [
"arn:aws:s3:::<cluster-logging-dirl>/*"

]

}
Specify the log location in the Resource elements.

2. Attach the IAM policy log_access_agent policy to the IAMrole agent role.

Reuse a log access policy

If you create user-defined master and worker roles, you can reuse the policy content that is generated for the
CCS and required for the worker role.

The policy content includes access to the log location that the Secure Agent needs. For more information
about user-defined master and worker roles, see “Create user-defined master and worker roles” on page 37.

To reuse the policy, complete the following tasks:

1. Edit the trust relationship of the worker role and specify the following policy to trust the IAM role

agent role:

{
"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Principal":{
"AWS": [
"arn:aws:iam::{{account—id}}:role/<agent_role>"

:| r

"Service":"ec2.amazonaws.com"

by
"Action":"sts:AssumeRole"

}
2. Edit the trust relationship of the IAM role agent_role and specify the following policy to trust the worker
role:

"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Principal":{
"AWS": [
"arn:aws:ilam::{{account-id}}:role/<worker role>"
1 4
"Service":"ec2.amazonaws.com"

}I

"Action":"sts:AssumeRole"
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Step 8. Configure environment variables (optional)

To run commands such as list-clusters.sh and delete-clusters.sh, configure environment variables on
the Secure Agent machine.

The following table describes each environment variable:

Environment Variable Description

JAVA_HOME Java version on the Secure Agent machine that is used to run commands.
The Java version on the Secure Agent machine must be compatible with JDK 8.

PRIVILEGED_ROLE_ARN ARN of the IAM role cluster operator role.
Used by the 1ist-clusters.sh and delete-clusters.sh commands.

AGENT_ROLE_EXTERNAL_ID | External ID that the Secure Agent uses to assume the IAM role

cluster operator role.

Used by the 1ist-clusters.sh and delete-clusters.sh commands.

Step 9. Configure the Elastic Server

In Administrator, configure the service properties for the Elastic Server.

The following image shows the Elastic Server properties:

System Configuration Details Reset All
Service: Elostic Server v
Type All Types ~
Type Name Value Sensitive
PARAMFILE_CFG parometerfile_access_flog ‘true!
PARAMFILE_CFG parameterfile_access_directory '/ SAGENT_HOME/apps/data/userparameters, /SAGENT_HOME/ apps/Data_lntegration_Server/data/userparameters’
LOG4)_CFG log4j_app_lag_level INFO
AWS_CFG ogent_role_external_id_key 1
AWS_CFG privileged_role_arn_key arn-awsiams<account id=role/cluster_operator_rale | O
AWS_CFG role_session_duration_secs_key
ANS_CFG aws_regional_endpaint_enabled false'
AZURE_CFG ozure_agent_role_idenity_client_id
COMCURRENCY_CFG  allow_gqueuing ‘irue!

COMNCURRENCY_CFG  max_concurrent_jobs
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You can configure the following Elastic Server properties:

Type Name Description

PARAMFILE_CFG parameterfile_access_flag Indicates whether developers can download parameter
files that are stored on the Secure Agent machine.

Default is 'true.’

PARAMFILE_CFG parameterfile_access_directory List of directories on the Secure Agent machine that
allow parameter file download. Developers can
download parameter files from any of the specified
directories or subdirectories.

Default is '/SAGENT_HOME/apps/data/
userparameters, /SAGENT_HOME/apps/
Data_Integration_Server/data/userparameters.’

LOG4J_CFG log4j_app_log_level Level of detail that the Elastic Server writes to log files.
Enter the logging level as a string, such as 'INFO.'

As the logging level increases, the messages that the
Elastic Server writes to log files include the messages in
the prior logging levels. For example, if the logging level
is INFO, the log contains FATAL, ERROR, WARNING, and
INFO code messages.

The following values are valid:

- FATAL. Includes nonrecoverable system failures that
cause the service to shut down or become
unavailable.

- ERROR. Includes connection failures, failures to save
or retrieve metadata, and service errors.

- WARNING. Includes recoverable system failures or
warnings.

- INFO. Includes system and service change messages.

- TRACE. Logs user request failures.

- DEBUG. Logs user request logs.

AWS_CFG agent_role_external_id_key External ID that the Secure Agent specifies when the
agent attempts to assume the cluster operator role.
Required if you configure an external ID in the trust
relationship of the cluster operator role.

This property takes effect only in an AWS environment.

AWS_CFG privileged_role_arn_key ARN of the cluster operator role.

Required when you set up separate cluster operator and
Secure Agent roles in an AWS environment.

This property takes effect only in an AWS environment.

AWS_CFG role_session_duration_secs_key Session duration of the AWS AssumeRole API in
seconds. By default, the session duration is 1800
seconds (30 minutes).

Overrides the maximum CLI/API session duration that is
configured for the cluster operator role. If the session
duration configured for the Elastic Server is longer than
session duration for the cluster operator role, the Secure
Agent might fail to assume the cluster operator role.

This property takes effect only in an AWS environment.
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Type Name Description

AZURE_CFG azure_agent_role_identity_client_id | Client ID of the managed identity agent identity.
Required when agent identity is a user-assigned
managed identity and the Secure Agent machine has at
least one other managed identity.

This property takes effect only in an Azure environment.

CONCURRENCY_CFG | allow_queuing Indicates whether the Elastic Server queues Spark tasks.
Default is true.

CONCURRENCY_CFG | max_concurrent_jobs Maximum number of concurrent Spark tasks that the
Elastic Server can process.

For more information about Secure Agent services, see Secure Agent Services.

Additional setup for CLAIRE-powered configurations

Advanced clusters that use a CLAIRE-powered configuration have additional setup requirements so that
CLAIRE can keep the cluster within budget.

To use a CLAIRE-powered configuration, complete the following setup tasks:

e Attach the following pricing policy to the cluster operator role:

{
"Version": "2012-10-17",
"Statement": [
{

"Sid": "VisualEditor0",

"Effect": "Allow",

"Action": [
"pricing:DescribeServices",
"pricing:GetAttributeValues",
"pricing:GetProducts"

1y

"Resource": "*"

}

e Edit the ELB security group and include incoming traffic from the Secure Agent to the Prometheus server
using TCP port 30000.

¢ Edit the master security group and include incoming traffic from the Secure Agent to the Prometheus
server using TCP port 30000.

o Edit the minimal master policy and move the AttachVolume action to the same section as the
CreateVolume action so that the AttachVolume action isn't conditionalized.

If you don't create user-defined security groups or user-defined master and worker roles, you only need to
attach the pricing policy to the cluster operator role.

For more information about CLAIRE-powered configurations, see “CLAIRE-powered configurations” on page
121.
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|AM policy reference

The cluster operator role, the master role, and the worker role require IAM policies to create and manage

cloud resources in an advanced cluster. This section describes the actions that each role requires in the IAM

p

olicies.

Cluster operator role actions

Add actions to the IAM policy for the cluster operator role to allow the role to create and manage cloud
resources.

The cluster operator role requires actions defined by the following services on AWS:

Amazon EC2 actions

Amazon Elastic Compute Cloud (EC2) provides computing resources on the cloud. Amazon EC2 actions must

Amazon EC2
Amazon S3
AWS Auto Scaling

AWS Key Management Service

AWS Security Token Service

Elastic Load Balancing

Identity and Access Management

Pricing

apply to all AWS resources.

Internet gateway

The following table describes the actions for internet gateways:

Action

Description

ec2:CreatelnternetGateway

Required only when the Secure Agent creates a VPC and subnets for the cluster.
The Secure Agent creates a VPC and subnets by default.

ec2:AttachinternetGateway

Required only when the Secure Agent creates a VPC and subnets for the cluster.
The Secure Agent creates a VPC and subnets by default.

ec2:DescribelnternetGateway

Required. Describes the internet gateway.

ec2:DetachinternetGateway

Required only when the Secure Agent creates a VPC and subnets for the cluster.
The Secure Agent creates a VPC and subnets by default.

ec2:DeletelnternetGateway

Required only when the Secure Agent creates a VPC and subnets for the cluster.
The Secure Agent creates a VPC and subnets by default.
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Key pair

The cluster operator creates AWS EC2 key pairs, which allows end users to connect to EC2 instances. The
cluster operator role requires the following actions to manage key pairs:

ec2:CreateKeyPair

ec2:ImportKeyPair

ec2:DescribeKeyPair

ec2:DeleteKeyPair
Network

The cluster operator role requires the ec2:DescribeNetworkInterfaces action to describe network
interfaces.

Route

The cluster operator role requires the following actions only when the Secure Agent creates a VPC and
subnets for the cluster:

ec2:CreateRoute
ec2:DeleteRoute

The Secure Agent creates a VPC and subnets by default.
Route table

The following table describes the actions for route tables:

Action Description

ec2:CreateRouteTable Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

ec2:DescribeRouteTables Required. Returns route table details.

ec2:ReplaceRouteTableAssociation Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

ec2:AssociateRouteTable Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

ec2:DisassociateRouteTable Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

ec2:DeleteRouteTable Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

VPC

The following table describes the actions for VPCs:

Action Description

ec2:CreateVpc Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

ec2:DescribeVpcs Required. Describes VPC details.
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Action Description

ec2:ModifyVpcAttribute Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

ec2:DeleteVpc Required only when the Secure Agent creates a VPC and subnets for the
cluster. The Secure Agent creates a VPC and subnets by default.

Subnet

The following table describes the actions for subnets:

Action Description

ec2:CreateSubnet Required only when the Secure Agent creates a VPC and subnets for the cluster. The
Secure Agent creates a VPC and subnets by default.

ec2:DescribeSubnet Required. Describe subnet details.

ec2:DeleteSubnet Required only when the Secure Agent creates a VPC and subnets for the cluster. The
Secure Agent creates a VPC and subnets by default.

Security group

The following table describes the actions for security groups:

Action Description

ec2:CreateSecurityGroup Optional. Required only if you want to create and use user-defined
Amazon EC2 security groups.

ec2:DescribeSecurityGroups Required. Describes security group details.

ec2:AuthorizeSecurityGroupEgress Optional. Required only if you want to create and use user-defined
Amazon EC2 security groups.

ec2:AuthorizeSecurityGrouplngress Optional. Required only if you want to create and use user-defined
Amazon EC2 security groups.

ec2:RevokeSecurityGroupEgress Optional. Required only if you want to create and use user-defined
Amazon EC2 security groups.

ec2:RevokeSecurityGrouplngress Optional. Required only if you want to create and use user-defined
Amazon EC2 security groups.

ec2:DeleteSecurityGroup Optional. Required only if you want to create and use user-defined
Amazon EC2 security groups.

For more information about user-defined security groups, see “Step 4. Create user-defined security groups for
Amazon EC2" on page 26.
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Tags

The following table describes the actions for tags:

Action Description

ec2:CreateTags Required. Adds tags for Kubernetes infrastructure, such as Amazon EC2.

Kubernetes identifies resources through tags. Tags allow you to manage resources and add
conditional statements.

ec2:DescribeTags Required. Describes tags for Kubernetes infrastructure, such as Amazon EC2.

ec2:DeleteTags Required. Deletes tags for Kubernetes infrastructure, such as Amazon EC2.

Volumes

The cluster operator manages etcd volumes directly. An advanced cluster uses etcd volumes to store
metadata. The cluster operator role requires the following actions to manage etcd volumes:
ec2:CreateVolumes
ec2:DescribeVolumes
ec2:DeleteVolumes

Image

The cluster operator role requires the ec2:DescribeImages action to get the AMI (Amazon Machine Image)
details from the Amazon EC2 instance.

Instances

The following table describes the actions for instances:

Action Description

ec2:DescribelnstanceAttribute Required. Gets details of the created Amazon EC2 instances.

ec2:ModifylnstanceAttribute Required. Allows the cluster operator to manage and create Amazon EC2
instances.

ec2:Runinstances Required. Allows the cluster operator to manage and create Amazon EC2
instances.

ec2:Describelnstances Required. Gets details of the created Amazon EC2 instances.

ec2:DescribelnstanceType

ec2:Terminatelnstances Required. Terminates EC2 instances created by the cluster operator role.

Region

The following table describes the actions for regions:

Action Description
ec2:DescribeRegions Required. Describes the region you selected in the advanced configuration.
ec2:DescribeAvailabilityZones Required. Describes details of availability zones.
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Launch template

The cluster operator uses a launch template to launch EC2 instances. The cluster operator role requires the
following actions to manage launch templates:

ec2:CreatelLaunchTemplate
ec2:DescribeLaunchTemplates
ec2:DeletelLaunchTemplate
ec2:CreatelaunchTemplateVersion
ec2:DescribeLaunchTemplateVersions
ec2:DeletelLaunchTemplateVersions
ec2:GetLaunchTemplateData
ec2:ModifyLaunchTemplate

Amazon S3 actions

The following table lists the Amazon S3 actions that the cluster operator role requires and the resources that
each action must apply to:

Action Resource

s3:GetBucketLocation "arn:aws:s3:::<cluster-staging-bucket-name>"
"arn:aws:s3:::<cluster-logging-bucket-name>"

s3:GetEncryptionConfiguration "arn:aws:s3:::<cluster-staging-bucket-name>"
"arn:aws:s3:::<cluster-logging-bucket-name>"

s3:ListBucket "arn:aws:s3:::<cluster-staging-bucket-name>"
"arn:aws:s3:::<cluster-logging-bucket-name>"

s3:PutObject "arn:aws:s3:::<cluster-staging-dir>/*"
"arn:aws:s3::<cluster-logging-dir>/*"

s3:GetObjectAcl "arn:aws:s3:::<cluster-staging-dir>/*"
"arn:aws:s3:::<cluster-logging-dir>/*"

s3:GetObject "arn:aws:s3:::<cluster-staging-dir>/*"
"arn:aws:s3::<cluster-logging-dir>/*"

s3:DeleteObject "arn:aws:s3::<cluster-staging-dir>/*"
"arn:aws:s3::<cluster-logging-dir>/*"

s3:PutObjectAcl "arn:aws:s3:::<cluster-staging-dir>/*"
"arn:aws:s3::<cluster-logging-dir>/*"

AWS Auto Scaling actions
The cluster operator uses an Auto Scaling group to manage advanced clusters.

The cluster operator role requires the following actions on all AWS resources for scalable cluster nodes and
node recovery:

autoscaling:AttachLoadBalancers
autoscaling:CreateAutoScalingGroup
autoscaling:DescribeAutoScalingGroups
autoscaling:UpdateAutoScalingGroup
autoscaling:DeleteAutoScalingGroup
autoscaling:DescribeScalingActivities
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autoscaling:DescribeTags
autoscaling:TerminateInstanceInAutoScalingGroup

AWS Key Management Service actions

The cluster operator role requires the kms: DescribeKey action when root volume encryption is enabled and

the customer-managed key (CMK) is provided for the cluster operator role. This action applies to all AWS

resources.

AWS Security Token Service actions

The following table describes the STS actions:

Action

Description

sts:AssumeRole

Required when you use the user-defined master role and worker role.

sts:DecodeAuthorizationMess
age

Optional. Used to decode the encrypted message received from the AWS response.

Elastic Load Balancing actions

The cluster operator requires a load balancer for high availability, master node access control, and other

features.

The cluster operator role requires the following Elastic Load Balancing actions on all AWS resources:

elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:

AddTags

DescribeTags
ApplySecurityGroupsToLoadBalancer
AttachLoadBalancerToSubnets
ConfigureHealthCheck
CreateLoadBalancer
DescribeLoadBalancers
DeleteLoadBalancer
CreateLoadBalancerListeners
DescribelInstanceHealth
DescribelLoadBalancerAttributes
ModifyLoadBalancerAttributes
RegisterInstancesWithLoadBalancer

Identity and Access Management actions

The Identity and Access Management actions apply to all AWS resources.

Instance profiles

The following table describes the actions for instance profiles:

Action

Description

iam:AddRoleTolnstanceProfile

Optional if you do not specify master and worker instance profiles.

iam:CreatelnstanceProfile

Optional when you provide master and worker roles.

iam:DeletelnstanceProfile

Optional when you provide master and worker roles.

IAM policy reference
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Action

Description

iam:GetContextKeysForPrincipalPolicy
iam:SimulatePrincipalPolicy

Required. Allows permission validation, including advanced configuration
validation and upgrade validation.

iam:GetInstanceProfile

Required. Retrieves information about the specified instance profile, including

the instance profile path, GUID, ARN, and role.

iam:ListInstanceProfiles

Required. Lists the instance profiles that have the specified path prefix.

Roles

The following table describes the actions for IAM roles:

Action

Description

iam:CreateRole

Optional when you provide master and worker roles.

iam:CreateServiceLinkedRole

Required. Creates an IAM role that is linked to a specific AWS service.

iam:DeleteRole

Optional when you provide master and worker roles.

iam:GetRole

Required. Retrieves information about the specified role, including the role
path.

iam:ListRolePolicies

Required. Retrieves information about the specified role, including the role
path.

am:ListRoles

Required. Retrieves information about the specified role, including the role
path.

Policies

The following table describes the actions for IAM policies:

Action

Description

iam:AttachRolePolicy
iam:DeleteRolePolicy
iam:DetachRolePolicy
iam:PutRolePolicy

Optional when you provide master and worker roles.

iam:GetRolePolicy

Required. Retrieves the specified inline policy document that AWS embeds
with the specified IAM role.

iam:ListAttachedRolePolicies

Required. Lists all managed policies that are attached to the specified IAM
role.

iam:ListInstanceProfilesForRole

Required. Lists the instance profiles that have the associated |IAM role.

iam:RemoveRoleFromInstanceProfile

Required. Removes the specified IAM role from the specified EC2 instance
profile.
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Users

The cluster operator role requires the iam:GetUser action to retrieve information about the specified IAM
user, including the path, unique ID, and ARN.

Pricing actions

The cluster operator role requires pricing actions to access prices on AWS. The cluster operator role uses
AWS prices to select Spot Instances and to calculate infrastructure cost savings for advanced clusters that
use a CLAIRE-powered configuration.

The following table d