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Preface
The Data Transformation HParser Operator Guide describes how to install and use Data Transformation 
HParser. It is written for system administrators who need to run a Data Transformation service as a 
distributed application. This guide assumes that the reader understands Hadoop, the HDFS file system, and 
Data Transformation.

Informatica Resources

Informatica My Support Portal
As an Informatica customer, you can access the Informatica My Support Portal at 
http://mysupport.informatica.com.

The site contains product information, user group information, newsletters, access to the Informatica 
customer support case management system (ATLAS), the Informatica How-To Library, the Informatica 
Knowledge Base, Informatica Product Documentation, and access to the Informatica user community.

The site contains product information, user group information, newsletters, access to the Informatica How-
To Library, the Informatica Knowledge Base, Informatica Product Documentation, and access to the 
Informatica user community.

Informatica Documentation
The Informatica Documentation team makes every effort to create accurate, usable documentation. If you 
have questions, comments, or ideas about this documentation, contact the Informatica Documentation team 
through email at infa_documentation@informatica.com. We will use your feedback to improve our 
documentation. Let us know if we can contact you regarding your comments.

The Documentation team updates documentation as needed. To get the latest documentation for your 
product, navigate to Product Documentation from http://mysupport.informatica.com.

Informatica Product Availability Matrixes
Product Availability Matrixes (PAMs) indicate the versions of operating systems, databases, and other types 
of data sources and targets that a product release supports. You can access the PAMs on the Informatica My 
Support Portal at https://mysupport.informatica.com/community/my-support/product-availability-matrices.
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Informatica Web Site
You can access the Informatica corporate web site at http://www.informatica.com. The site contains 
information about Informatica, its background, upcoming events, and sales offices. You will also find product 
and partner information. The services area of the site includes important information about technical 
support, training and education, and implementation services.

Informatica How-To Library
As an Informatica customer, you can access the Informatica How-To Library at 
http://mysupport.informatica.com. The How-To Library is a collection of resources to help you learn more 
about Informatica products and features. It includes articles and interactive demonstrations that provide 
solutions to common problems, compare features and behaviors, and guide you through performing specific 
real-world tasks.

Informatica Knowledge Base
As an Informatica customer, you can access the Informatica Knowledge Base at 
http://mysupport.informatica.com. Use the Knowledge Base to search for documented solutions to known 
technical issues about Informatica products. You can also find answers to frequently asked questions, 
technical white papers, and technical tips. If you have questions, comments, or ideas about the Knowledge 
Base, contact the Informatica Knowledge Base team through email at KB_Feedback@informatica.com.

Informatica Support YouTube Channel
You can access the Informatica Support YouTube channel at http://www.youtube.com/user/INFASupport. 
The Informatica Support YouTube channel includes videos about solutions that guide you through performing 
specific tasks. If you have questions, comments, or ideas about the Informatica Support YouTube channel, 
contact the Support YouTube team through email at supportvideos@informatica.com or send a tweet to 
@INFASupport.

Informatica Marketplace
The Informatica Marketplace is a forum where developers and partners can share solutions that augment, 
extend, or enhance data integration implementations. By leveraging any of the hundreds of solutions 
available on the Marketplace, you can improve your productivity and speed up time to implementation on 
your projects. You can access Informatica Marketplace at http://www.informaticamarketplace.com.

Informatica Velocity
You can access Informatica Velocity at http://mysupport.informatica.com. Developed from the real-world 
experience of hundreds of data management projects, Informatica Velocity represents the collective 
knowledge of our consultants who have worked with organizations from around the world to plan, develop, 
deploy, and maintain successful data management solutions. If you have questions, comments, or ideas 
about Informatica Velocity, contact Informatica Professional Services at ips@informatica.com.

Informatica Global Customer Support
You can contact a Customer Support Center by telephone or through the Online Support.

Online Support requires a user name and password. You can request a user name and password at 
http://mysupport.informatica.com.
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The telephone numbers for Informatica Global Customer Support are available from the Informatica web site 
at http://www.informatica.com/us/services-and-training/support-services/global-support-centers/.
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C h a p t e r  1

Introduction to HParser
This chapter includes the following topics:

• HParser Overview, 9

• Data Transformation HParser Architecture, 9

HParser Overview
HParser is a tool that optimizes Data Transformation services for Hadoop. You can use HParser to define 
transformations for complex data into flattened, usable formats for Hive, PIG, and MapReduce processing. 
Hadoop developers can run Data Transformation services as distributed applications on Hadoop.

HParser processes complex files, such as messaging formats, HTML pages and PDF documents. HParser 
also transforms formats such as ACORD, HIPAA, HL7, EDI-X12, EDIFACT, AFP, and SWIFT.

HParser can process large amounts of input data. The Hadoop Data File System (HDFS) splits up the files. 
You do not have to define how to split, stream, or aggregate the source files.

For example, an application produces hundreds of data files per second and it writes the files to a directory. 
Data Transformation HParser can assign each file as input to an available instance of a Data Transformation 
service on Hadoop.

Data Transformation HParser Architecture
HParser runs services on a cluster of nodes. Each node hosts the Hadoop MapReduce framework and an 
instance of HParser.

The following image shows the HParser on Hadoop architecture:
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The HParser architecture contains the following components:

Command Node

A node in the Hadoop cluster from which you run the MapReduce jobs. The command node hosts the 
Data Transformation HParser JAR file. The JAR file defines the structure of the MapReduce jobs. The 
JAR file contains methods to run the Data Transformation Engine through the Data Transformation API.

Hadoop Distributed File System (HDFS)

Stores the input and output files for HParser.

Name Node

Coordinates the data storage function on HDFS.

MapReduce

Job that analyzes data and determines how to distribute the processing to the Hadoop cluster.

JobTracker

Service within Hadoop that distributes MapReduce tasks to nodes in the cluster.

TaskTracker

A daemon that accepts tasks from the JobTracker, monitors the processes on the node, and notifies the 
JobTracker when the tasks complete.

HParser also uses the following components:

Informatica Developer

Use the Developer tool to create Data Processor transformations that define parsing for complex data 
files. Data Processor transformations contain document pre-processors to extract data from binary 
formats, including packed data, PDF files, Microsoft Word documents, Web logs, proprietary logs, and 
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Microsoft Excel documents. You can parse hierarchical data, JSON and XML. The Developer tool runs on 
Microsoft Windows. It does not run on the Hadoop cluster.

Data Transformation Engine

The processor that runs the services that you define in the Developer tool. The Data Transformation 
Engine can process input files of any size by streaming and splitting the input. The Data Transformation 
Engine integrates with MapReduce tasks to transform different data formats through a single data 
abstraction layer.

Hadoop MapReduce
MapReduce simplifies data processing across large data sets by processing data in parallel across 
distributed nodes. MapReduce calls the Data Transformation Engine to process the data in parallel.

A MapReduce job contains one or more tasks. For each task within the job, Data Transformation HParser 
passes input to a Data Transformation service in the cluster. The Data Transformation service transforms the 
data and returns output to Hadoop. Hadoop writes each output record to a file buffer and separates each 
record with a record delimiter.

MapReduce performs the following steps to process data:

Map step

The command node splits the input data into smaller pieces to process and it distributes the processing 
to worker nodes. A worker node might split the data again. MapReduce might create a multi-level 
distribution of the processing. A worker node processes the smaller problem and passes the results 
back to its parent node.

Reduce step

The command node receives the results from the worker nodes and combines the results in order to 
return the output.

The distribution of MapReduce tasks is based on the type of Data Transformation service.

With a parser service, each task in the job processes a file. MapReduce closes the output file when all files in 
the input path are processed.

With a streamer service, HParser divides the input files into chunks. You can define the size of the chunks. 
Each task processes the chunks of a single input file and MapReduce closes the output file when Data 
Transformation processes the last chunk.

Command Node
The command node is a node in the Hadoop cluster that controls the MapReduce jobs. Enter HParser 
commands on the command node.

The command node contains the Data Transformation HParser JAR file. The JAR file defines the structure of 
the MapReduce jobs and runs the Data Transformation Engine through the Data Transformation Java API.
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C h a p t e r  2

Data Transformation HParser 
Installation

This chapter includes the following topics:

• HParser Installation Overview, 12

• HParser Installation Prerequisites, 12

• Installing Data Transformation HParser, 13

• Changing Permissions on the Directories, 13

• Configuring the Command Node, 14

• Installing the Informatica Services and Client with Data Transformation, 14

• Uninstalling Data Transformation HParser, 15

HParser Installation Overview
Install Data Transformation HParser on each node in a Hadoop cluster.

Complete the following tasks to install HParser:

1. Install HParser with the RPM Package Manager on each node in a Hadoop cluster.

Note: If you installed Big Data Edition on the Hadoop cluster, do not perform this step.

2. Change the permissions to public on the ServiceDB and log directories.

3. Configure a node in the cluster as the command node.

HParser runs Data Transformation services in the Hadoop environment on Unix machines. However, you use 
the Developer tool in a Windows environment to create the Data Transformation services that HParser runs. 
You must install the Informatica services and client with Data Transformation on a separate Windows 
machine to access the Developer tool.

HParser Installation Prerequisites
Before you install HParser, verify the following prerequisites:

• Linux 64 hardware is configured as a cluster of nodes in the network.
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• Each node has 200 MB of disk space.

• Each node has Red Hat Enterprise Linux 5, update 3.

• An HDFS is installed and configured on the cluster.

• Hadoop MapReduce framework is installed and configured on all nodes.

• You must have user root privileges.

Installing Data Transformation HParser
Run the RPM Package Manager to install HParser on each node in the cluster.

Note: If you installed Big Data Edition on the Hadoop cluster, do not install the HParser RPM.

1. Copy the hparser-engine-<version>.x86_64.rpm installation file to a directory on the local machine, 
where <version> is the Data Transformation major version. 

2. On the local machine, log in as user root. 

3. Change to the directory where you copied the installation file. 

4. Run the following command to complete the installation, where <version> is the Data Transformation 
major version: 

rpm -ivh ./hparser-engine-<version>.x86_64.rpm
The following table describes the HParser directories after installation is complete:

Directory Description

/usr/lib/hparser HParser root directory.

/var/lib/hparser Contains HParser services.

/var/log/hparser Contains HParser reports and logs.

Changing Permissions on the Directories
Change the permissions to public on the ServiceDB and log directories.

The HParser installation creates the serviceDB and log folder under the root user. Other users, such as the 
mapred user, must have permission to write to these folders.

Use the following command to change the permissions:

chmod -R 777 /var/lib/hparser/ServicesDB /var/log/hparser 
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Configuring the Command Node
Configure one node in the cluster as the command node for submitting HParser jobs.

Copy the appropriate HParser JAR file from the HParser package to the command node. You can copy the 
JAR file to any directory that you can access in order to run MapReduce jobs.

The HParser package contains the following JAR files:
hparser-1.1.jar

Use with Apache Hadoop 0.20.205 and previous versions. (CDH3; EMR; MapR)

hparser-1.1-hadoop-0.21

Use with Apache Hadoop 0.21 and later. (CDH4)

Installing the Informatica Services and Client with 
Data Transformation

The installation of the Informatica services and Informatica client with Data Transformation consists of 
multiple phases. Install the Informatica services and client on a Windows machine.

1. Before you install the Informatica services, perform the following tasks to plan and prepare for the 
services installation:

a. Plan the Informatica domain. Consider the number of nodes in the domain, the application services 
that will run on each node, the system requirements, and the type of user authentication that the 
domain will use.

b. Prepare the databases for the domain. Verify the database requirements and set up the databases.

c. Set up the machines to meet the Windows requirements to ensure that you can successfully install 
and run the Informatica services

2. Install the Informatica services.

Use the server installer to install the Informatica services on a Windows machine. The first time you run 
the installer, you must create the domain. During the installation on the additional machines, you create 
worker nodes that you join to the domain.

3. After you install the Informatica services, perform the following tasks to complete the services 
installation:

a. Complete the domain configuration. Verify code page compatibility, complete tasks required by the 
type of user authentication used by the domain, and configure environment variables. Optionally, 
configure secure communication for the domain.

b. Prepare to create the application services. Verify operating system requirements for application 
services and create the users and connections required by the application services.

c. Create the application services in the required order.

4. Install the Informatica client for Data Transformation. Perform the following steps:

1. Before you install the client, verify the installation and third-party software requirements for the 
client.

2. Use the client installer to install the client on a Windows machine.
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3. After you install the client, optionally install additional languages and configure the required 
environment variables for the client.

For more information about how to install the Informatica services and Informatica client with Data 
Transformation, see the Informatica Installation and Configuration Guide.

Uninstalling Data Transformation HParser
Run RPM Package Manager to uninstall HParser.

u Run the following command, where <version> is the Data Transformation major version: 

rpm -e hparser-engine-<version> 
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C h a p t e r  3

Running Data Transformation on 
Hadoop

This chapter includes the following topics:

• Overview, 16

• Running a Data Transformation Service on Hadoop , 16

• Create a Data Processor Transformation, 17

• Deploy the Data Transformation Service to the Data Transformation Repository, 20

• Create a Directory for the Input and Output Files , 20

• Run the MapReduce Job, 20

• Troubleshooting, 25

Overview
HParser is a Data Transformation Engine that runs Data Processor services in the Hadoop environment on 
big data. HParser integrates the Data Transformation services into Hadoop MapReduce programming.

A Data Transformation service can be used in the different MapReduce phases, such as InputFormat, Map, 
Reduce, and OutputFormat. You can create one or more Data Transformation services to serve as HParser 
phases. For example, you can create a transformation Script that serves as an HParser Mapper, for the Map 
operation of MapReduce, and a transformation Script that serves as an HParser Reducer, for the Reducer 
operation of MapReduce.

To implement a MapReduce operation with HParser, in the Developer tool you create Data Processor 
transformations using the New Transformation wizard. Configure the Data Processor transformations, and 
then export each as a service. Copy the services to the HParser command node, then use the command line 
to run HParser for each Data Transformation Service.

Running a Data Transformation Service on Hadoop
To run a Data Transformation service on Hadoop, use the following steps:

1. Create a Data Processor transformation in the Developer tool.
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2. Export the transformation as a Data Transformation service and copy the service to the HParser 
command node.

3. Determine the directories for the input and output files.

4. Configure a Hadoop command to submit a MapReduce job and run the service.

Create a Data Processor Transformation
Create a Data Processor transformation in the Developer tool.

To create a sample Data Processor transformation, you can follow the instructions in the Data 
Transformation Getting Started Guide.

Data Processor Transformation Development
Use the New Transformation wizard to auto-generate a Data Processor transformation, or create a blank Data 
Processor transformation and configure it later. If you create a blank Data Processor transformation, you 
must select to create a Script, XMap, Library, or Validation Rules object in the transformation. A Script can 
parse source documents to hierarchical format, convert hierarchical format to other file formats, or map a 
hierarchical document to another hierarchical format. An XMap converts an input hierarchical file into an 
output hierarchical file of another structure. A Library converts an industry messaging type into an XML 
document with a hierarchy structure or from XML to an industry standard format. Choose the schemas that 
define the input or output hierarchies.

1. Create the transformation in the Developer tool.

2. For a blank Data Processor transformation, perform the following additional steps:

a. Add schema references that define the input or output XML hierarchies.

b. Create a Script, XMap, Library, or Validation Rules object.

3. Configure the input and output ports.

4. Test the transformation.

Create the Data Processor Transformation
Create a Data Processor transformation in the Developer tool. If you create a blank Data Processor 
transformation, you must then create a Script, XMap, Library, or Validation Rules object in the transformation. 
Alternatively, you can use the New Transformation wizard to auto-generate a Data Processor transformation.

1. In the Developer tool, click File > New > Transformation. 

2. Select the Data Processor transformation and click Next. 

3. Enter a name for the transformation and browse for a Model repository location to put the 
transformation. 

4. Select whether to create Data Processor transformation with a wizard or to create a blank Data 
Processor transformation. 

5. If you selected to create a blank Data Processor transformation, click Finish. 

The Developer tool creates the empty transformation in the repository. The Overview view appears in the 
Developer tool.
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6. If you selected to create an Data Processor transformation with a wizard, perform the following steps: 

a. Click Next. 

b. Select an input format. 

c. Browse to select a schema, copybook, example file, or specification file if required for certain input 
formats such as COBOL, JSON, or ASN.1. 

d. Select an output format. 

e. Browse to select a schema, copybook, example file, or specification file if required for the output 
format. 

f. Click Finish. The wizard creates the transformation in the repository. 

The transformation might contain a Parser, Serializer, Mapper, or an object with common components. If 
you selected a schema, copybook, example file, or specification file the wizard also creates a schema in 
the repository that is equivalent to the hierarchy in the file.

Select the Schema Objects
Choose the schema objects that define the input or output hierarchies for each XMap or Script component 
that you plan to create.

You can add schema references on the References view or you can add the schema references when you 
create Script or XMap objects. A schema object must exist in the Model repository before you can reference 
it in a Script or XMap.

1. In the Data Processor transformation Refererences view, click Add. 

2. If the schema object exists in the Model repository, browse for and select the schema. 

3. If the schema does not exist in the Model repository, click Create a new schema object and import a 
schema object from an .xsd file. 

4. Click Finish to add the schema reference to the Data Processor transformation. 

Create Objects in a Blank Data Processor Transformation
Create a Script, Library, XMap, or Validation Rules object on the Data Processor transformation Objects view. 
After you create the object, you can open the object from the Objects view in order to configure it.

Creating a Script
Create a Script object and define the type of Script component to create. Optionally, you can define a schema 
reference and example source file.

1. In the Data Processor transformation Objects view, click New. 

2. Enter a name for the Script and click Next. 

3. Choose to create a Parser or Serializer. Select Other to create a Mapper, Transformer, or Streamer 
component. 

4. Enter a name for the component. 

5. If the component is the first component to process data in the transformation, enable Set as startup 
component. 

6. Click Next if you want to enter a schema reference for this Script. Click Finish if you do not want to enter 
the schema reference. 
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7. If you choose to create a schema reference, select Add reference to a Schema Object and browse for 
the Schema object in the Model repository. Click Create a new schema object to create the Schema 
object in the Model repository. 

8. Click Next to enter an example source reference or to enter example text. Click Finish if you do not want 
to define an example source. 

Use a example source to define sample data and to test the Script.

9. If you choose to select an example source, select File and browse for the sample file. 

You can also enter sample text in the Text area. The Developer tool uses the text to test a Script.

10. Click Finish. 

The Script view appears in the Developer tool editor.

Creating an XMap
Create an XMap on the Data Transformation Objects view. When you create an XMap, you must have a 
schema that describes the input and the output hierarchal documents. You select the element in the schema 
that is the root element for the input hierarchy.

1. In the Data Processor transformation Objects view, click New. 

2. Select XMap and click Next. 

3. Enter a name for the XMap. 

4. If the XMap component is the first component to process data in the transformation, enable Set as 
startup component. 

Click Next.

5. If you choose to create a schema reference, select Add reference to a Schema Object, and browse for 
the Schema object in the Model repository. 

To import a new Schema object, click Create a new schema object.

6. If you have a sample hierarchical file that you can use to test the XMap with, browse for and select the 
file from the file system. 

You can change the sample hierarchical file.

7. Choose the root for the input hierarchy. 

In the Root Element Selection dialog box, select the element in the schema that is the root element for 
the input hierarchal file. You can search for an element in the schema. You can use pattern searching. 
Enter *<string> to match any number of characters in the string. Enter ?<character>to match a single 
character.

8. Click Finish. 

The Developer tool creates a view for each XMap that you create. Click the view to configure the 
mapping.

Create the Ports
Configure the input and output ports in the Overview view.

When you configure additional input or output ports in a Script, the Developer tool adds additional input ports 
and additional output ports to the transformation by default. You do not add input ports on the Overview 
view.

1. Define the input port datatype, port type, precision and scale. 
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2. Define the output port datatype, port type, precision, and scale. 

3. If a Script has additional input ports, you can define the location of the example input file for the ports. 
Click the Open button in the Input Location field to browse for the file. 

Deploy the Data Transformation Service to the Data 
Transformation Repository

To make a Data Transformation Service available to run with HParser commands, copy the service to the 
HParser nodes.

Export the Data Processor transformation as a Data Transformation service. After you export the Data 
Transformation service from the Developer tool, copy the service from the ServiceDB on the Data 
Transformation machine to the ServiceDB on the HParser command node. Then copy the service to the 
ServiceDB on all nodes of the Hadoop cluster.

Create a Directory for the Input and Output Files
Create a directory for the input and output files on the command node.

Create the tmp directory on the command node:

hadoop fs –mkdir /<directory name>

Copy the source files for the Data Transformation service to the directory.

hadoop fs –put /var/lib/hparser/ServicesDB/testCME/hl7-obs.txt /tmp/hl7-obs.txt 

Run the MapReduce Job
The MapReduce job contains one or more tasks that assign input data to available instances of a Data 
Transformation service. Submit a job from the command line of the command node.

MapReduce Command Syntax
The hadoop command runs a MapReduce job.

Run a MapReduce job from the command line of the machine you configure as the command node.

The Hadoop command uses the following syntax :

hadoop jar [HParserJARFile]  -D<ParameterName>=<Value> ] [-conf ConfigurationFileName] 
InputPath OutputPath [ ServiceName ]

Separate each value by a space.

20       Chapter 3: Running Data Transformation on Hadoop



The following table describes Hadoop options and arguments:

Option Argument Description

jar <HParserJARFile> Required. The name of the Data Transformation HParser JAR file. For 
example:
dt-hadoop-0.1.1.jar

-D <ParameterName>=<Value> Optional. Input parameters for the Data Transformation service. -D 
must precede the parameter without a space character. The parameter 
has the format name=value. If the value contains any space, enclose 
the parameter in double quotes. Multiple input parameters can appear 
in any order. For example:
-Ddt.service.name=HIPAA_5010A Parser

-conf <ConfigurationFileName> Optional. The path and file name of an HParser configuration file. You 
can define a configuration file if you want to override the default 
HParser configuration parameters.

"InputPath" n/a Required. The path and file name of the source files. The path must be 
enclosed in double quotes and can contain a regular expression in the 
format supported by Hadoop. For example:
"/user/mike/input/837P/Parser/Test*/input[1-5].txt"

OutputPath n/a Required. Path of the output file. For example:
/user/mike/output/output.txt

ServiceName n/a Name of the Data Transformation service. For example:
HIPAA_5010A_Parser
Required when you do not define the name of the service with the -D 
option.

Input Parameters (-D)
Use the -D option to define the MapReduce job parameters for the Data Transformation service.

Multiple instances of the -D option can appear in any order and must be separated by spaces. You can use 
the -D option with other parameters defined in the Hadoop specification. For more information, see the 
Hadoop documentation.
Note: The MapReduce command fails if you enter a space character between -D and the argument.

The following table describes the parameters you can use with the -D option:

Parameter Name Description

dt.debug Enable HParser debug logging to the Hadoop task log. Enter true or false. 
Default is false. The parameter datatype is Boolean.

dt.deploy.hdfs.home HDFS directory name where HParser can find the license file and services 
when dt.deploy.service or dt.deploy.license is enabled.
Default is /user/hparser.
The parameter datatype is String.
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Parameter Name Description

dt. deploy.license When you enable dt.deploy.license, HParser uses the Data 
Transformation license file from HDFS. Enter true or false. Default is false. 
The parameter datatype is Boolean.

dt.deploy.service When you enable dt.deploy.service, HParser looks for the Data 
Transformation service in the following HDFS directory: 
<dt.deploy.hdfs.home>/ServiceDB. Enter true or false. Default is false. 
The parameter datatype is Boolean.

dt.service.name The name of the Data Transformation service. For example:
-Ddt.service.name=HIPAA_5010A_Parser
Required when you do not define the name of the service as the last option 
for the hadooop command. The parameter datatype is String.

dt.service.parameter.<VariableName> The value of a variable that you defined in the Data Transformation service. 
For example:
-Ddt.service.parameter.MyVariable1=50
-Ddt.service.parameter.MyVariable2="Hello, World."
The parameter datatype must be of the same type as the variable that you 
defined in the Data Transformation service.

dt.output.hbase.colNames List of column names to store in an HBase table. The list matches the order 
of the fields in the Data Transformation service output. For example: 
provider_name:provider_address:patient_dob
The parameter datatype is String.

dt.output.hbase.columnFamilyName HBase column family name. The parameter datatype is String.

dt.output.hbase.enabled Determines whether you can store the Data Transformation service in an 
HBase table. Enter true or false. Default is false. The parameter datatype is 
Boolean.

dt.output.hbase.tableName HBase table name. The parameter datatype is String.

dt.output.rootElement When the Data Transformation service returns an XML document, you can 
enclose the output elements with a root element to create a valid XML 
document that can be read by an XML parser. You can configure the root 
element name.
For example, if you configure dt.output.rootElement=root, Hparser 
returns <root> at the beginning of the XML file and it returns </root> at the 
end of the XML file.
The parameter datatype is String.

dt.output.timestamp Create the output directory with a timestamp in the directory name. The 
timestamp is in the following format: yyyy.MM.dd.HH.mm.ss.
For example, the output directory might have the following path: /tmp/
out_2012.10.03.10.55.34. Enter true or false. Default is false. The 
parameter datatype is Boolean.

dt.output.row.delimiter The delimiter that Hadoop inserts between output segments received from 
the Data Transformation service. Hadoop writes the delimiter to the output 
file in UTF-8 encoding. For example:
-Ddt.output.row.delimiter=@@@
Default is newline (\n). The parameter datatype is String.
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Parameter Name Description

dt.output.drop.newlines A Boolean value that determines whether the output of the Data 
Transformation service contains newline characters. Enter one of the 
following values:
- true. Remove newline characters from the output of the Data 

Transformation service.
- false. The output of the Data Transformation service is unchanged.
For example:
-Ddt.output.drop.newlines=true
Default is true. The parameter datatype is Boolean.

dt.streamer.chunk.size The size, in bytes, of the chunks passed to the Data Transformation streamer 
service. If the service is not a streamer, this parameter is ignored. For 
example:
-Ddt.streamer.chunk.size=100000
The parameter datatype is a positive integer.

mapreduce.inputformat.class Defines the input format for the Data Transformation service.
For input types, see “Define the Input Format” on page 23.
The parameter datatype is String.

mapreduce.map.class To run Data Transformation as a MapReduce mapper, set this property equal 
to com.informatica.b2b.dt.hadoop.mappers.DTMapperDefault. HParser runs 
Data Transformation as a record reader by default.
The parameter datatype is String.

Define the Input Format
To define the input format for the Data Transformation service, use the InputFormat class and the class 
options with the MapReduce job parameter.

Use an InputFormat class option with the -D option in the MapReduce job. For more information, see the 
Hadoop documentation.

The following table describes the options that you can use with the InputFormat class:

Parameter Name Description

DTInputFormat Defines the input format as a small file.

DTSplitInputFormat Defines the input format as text delimited by a special character.
Data Transformation can process each record in the file, or batches of records.
Use the DTSplitInputFormat class option with the dt.input.delimiter option to 
define the delimiter. Add a delimiter definition with the following syntax to the XML 
document:

dt.input.delimiter=<string>

DTStreamInputFormat Defines the input format as a complex file with a dynamic delimiter that requires that Data 
Transformation provide the start of the record. Data Transformation can use a service to 
return the offset to the next record.
Use the DTtreamInputFormat option with the dt.record.service.name option to 
define the service that returns the next record offset.
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Parameter Name Description

HBaseInputFormat Defines the input format as an HBase table. Data Transformation retrieves data from a 
specified HBase table.

RegexInputFormat Defines the input format as file records that are read using a regular expression.
Use the RegexInputFormat class option with the following options:
- dt.record.regex: Defines the regular expression. The default value is \n.
- dt.record.encdoing : Defines the encoding. The default value is UTF-8.
- dt.record.skipheader: Defines whether to skip the file header. The default value is 

false. To skip the file header, set to true.
A sample HParser call is as follows: hadoop jar /home/hadoop/dt-hadoop-1.1-
cdh4.jar com.informatica.b2b.dt.hadoop.DataTransformationJob -
Dmapreduce.inputformat.class=com.informatica.b2b.dt.hadoop.io.RegexI
nputFormat -Ddt.record.regex=@ -Ddt.record.skipheader=true /testDir/
input.txt /testDir/outputFolder dtService

SequenceFileInputFormat Defines the input format as a sequence file.
Data Transformation processes each record in a sequence file.

TextInputFormat Defines the input format as text delimited by the newline delimiter.
Data Transformation can process each line in the file, or batches of lines.

XmlInputDelimiter Defines the input format as XML that is delimited by an XML delimiter. Use the 
xml.input.delimiter tag to define record boundaries. For example, if you configure 
xml.input.delimiter=dept for the XML document “<org> <dept> <emp> <emp> … </
dept> <dept> … </dept> … </org>” , each map task receives a <dept> element.

InputFormat Examples

To run HParser with sequence file input, use the following InputFormat class option syntax:

-
Dmapreduce.inputformat.class=org.apache.hadoop.mapreduce.lib.input.SequenceFileInputForma
t

To run HParser with XML input, use the following InputFormat class option syntax:

-Dmapreduce.inputformat.class=com.informatica.b2b.dt.hadoop.io.XmlInputFormat

Mapper Options
To define how the HParser fetches hadoop records for the Data Transformation service, use a mapper option 
with the MapReduce job parameter. The mapper option defines how HParser filters and sorts hadoop records 
to obtain the input data for the Data Transformation service.

Use a mapper option with the -D option in the MapReduce job. For more information, see the Hadoop 
documentation.

The following table describes the options that you can use to define the HParser map operation:

Parameter Name Description

DTMapper Defines the map format as records or batches.
Data Transformation processes each record or batch.

passthrough The data is passed through to the output without any transformation.
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Reducer Options
To define how the HParser recombines hadoop records that it has fetched as input for the Data 
Transformation service, use a reduce option with the MapReduce job parameter. The reduce option defines 
how HParser combines the sorted and filtered hadoop records to obtain the input data for the Data 
Transformation service.

Use the reduce option with the -D option in the MapReduce job. For more information, see the Hadoop 
documentation.

The following table describes the options that you can use to define the HParser reduce operation:

Parameter Name Description

DTReduce Defines the data as records or batches with the same key.
Data Transformation processes records or batches with the same key.
When you use the DTReduce option with the InputFormat class and the HBase class option, the 
output is written to HBase.

passthrough The data is passed through to the output without any transformation.

Output Options
You can configure the output format for the Data Transformation service with direct settings or with the 
settings for the mapper and reducer.

The following table describes the options that you can use to define the output:

Output 
Format

Description

AVRO To define the output format as an AVRO file, use the AVRO output option in the MapReduce job with 
the following syntax:

avro.apache.org.AvroOutputFormat

File By default, the HParser reducer option DTReduce produces a single file as output.

HBase To obtain HBase output, use the InputFormat class with the HBase class option, and the DTReduce 
reducer option in the MapReduce job.

Multiple 
Files

For each mapper or reducer transformation output, designate a target file for each record.

Troubleshooting
Error messages appear in the console where you run Hadoop.

Messages also appear in the following logs:

• The Data Transformation event log for each node in the cluster

• The Hadoop job log
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• The Hadoop task log

• The Hadoop HDFS log

If a problem occurs during task processing, HParser writes error messages to the Data Transformation event 
log and MapReduce writes error messages to the Hadoop task log. At the end of the job, MapReduce writes a 
success or failure message to the Hadoop job log.

You can also view additional messages when you set the option dt.debug=true in the Hadoop command.

HParser Error Messages
The following list describes the HParser error messages:

The '<JobName>' job has failed. Check the log files to determine the cause.
Less than the required percentage of tasks in the job have succeeded. Some tasks might have completed.

The JRE was unable to process <encodingName> encoding. Check the log files to determine the 
cause.
The JRE was unable to process UTF-8 encoding.

The host name of a node cannot be identified. Reason: <message>.
The host name of a node cannot be identified. Java returns a diagnostic message.

Warning: "<size>" is not a valid streamer chunk size. Data Transformation is trying to run the task 
with the default size (<DefaultSize>). Set dt.streamer.chunk.size to a positive integer.
dt.streamer.chunk.size was not a positive integer. Data Transformation used a default value instead.

Error reading the input. Reason: <message>.

Verify that the HDFS file system is running correctly, and then run the job again. Check the Hadoop HDFS log 
and task log.

The <fileName> file is empty.
Check the input file or remove it from the input directory.

A task has failed. Check the log files and refer to the following information:

File: <FilePath>

Host: <HostName>

Problem: <FailedTaskOperationDescription>

Corrective action: <CorrectiveAction>

Failure report from Data Transformation:

<DataTransformationFailureReport>

Task Operation Messages
The following list describes messages for failed task operations:

The input data caused the Data Transformation streamer to fail.
Check the Data Transformation event log and the Data Transformation service.
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The streamer failed while returning output to Hadoop.
Check the Data Transformation event log and the Data Transformation service.

The Data Transformation streamer returned an error message.
Check the Data Transformation event log.

Note: For more information about the Hadoop logs, see the Hadoop documentation. For more information 
about Data Transformation event logs, see the Data Transformation Administrator Guide.
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C h a p t e r  4

Example
This chapter includes the following topics:

• Example Overview, 28

• Step 1. Copy the Data Transformation Service to the Data Transformation Repository, 28

• Step 2. Create a Directory for the Input and Output Files, 29

• Step 3. Run the MapReduce Job, 29

Example Overview
For this example, you can use a Data Transformation service that installs with HParser. The service is a 
Parser transformation called testCME. You can use the testCME service to test the HParser setup. The 
service runs on an Apache Hadoop 0.21 cluster.

The testCME parser processes an HL7 message having the following structure:

MSH|^~\&|LAB||CDB||||ORU^R01|K172|P
PID|||PATID1234^5%M11||Jones^William||19610613|M
OBR||||80004^Electrolytes
OBX|1|ST|84295^Na||150|mmol/l|136-148|Above high normal|||Final results
OBX|2|ST|84132^K+||4.5|mmol/l|3.5-5|Normal|||Final results
OBX|3|ST|82435^Cl||102|mmol/l|94-105|Normal|||Final results
OBX|4|ST|82374^CO2||27|mmol/l|24-31|Normal|||Final results

The output of the parser is a message saying Test Succeeded.

Step 1. Copy the Data Transformation Service to the 
Data Transformation Repository

Copy the testCME service to the Data Transformation repository. The repository is a folder called ServiceDB.

u Copy the testCME folder from the setupTests/testCME directory to the ServiceDB directory. 

cp -R /usr/lib/hparser/setupTests/testCME /var/lib/hparser/ServicesDB/testCME
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Step 2. Create a Directory for the Input and Output 
Files

Create a directory for the input and output files on the command node.

1. Create the tmp directory on the command node: 

hadoop fs -mkdir /tmp
2. Copy the sample input file from the Data Transformation repository to the tmp directory. The sample 

input file is tmp/hl7-obs.txt. 

hadoop fs –put /var/lib/hparser/ServicesDB/testCME/hl7-obs.txt /tmp/hl7-obs.txt 

Step 3. Run the MapReduce Job
Run the MapReduce job from the command line of the command node.

1. To submit the MapReduce job, enter the following text on the command line: 

hadoop jar hparser-1.1-hadoop-0.2.1 -conf hparser_conf.xml /tmp/hl7-obs.txt /tmp/out 
testCME
Note: The JAR file must be hparser-1.1-hadoop-0.2.1 to run on Apache Hadoop 0.21. The configuration 
file is optional.

2. View the out.xml file in the /tmp directory: 

<Result> Test Succeeded </Result>
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