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Preface

Use Google BigQuery V2 Connector to learn how to read from or write to Google BigQuery by using Data
Integration. Learn to create a connection, develop mappings, and run mapping tasks in Data Integration. You
can also learn how to configure pushdown optimization to a Google BigQuery database using a Google
BigQuery ODBC connection.

Informatica Resources

Informatica provides you with a range of product resources through the Informatica Network and other online
portals. Use the resources to get the most from your Informatica products and solutions and to learn from
other Informatica users and subject matter experts.

Informatica Documentation

Use the Informatica Documentation Portal to explore an extensive library of documentation for current and
recent product releases. To explore the Documentation Portal, visit https://docs.informatica.com.

If you have questions, comments, or ideas about the product documentation, contact the Informatica
Documentation team at infa_documentation@informatica.com.

Informatica Intelligent Cloud Services web site

You can access the Informatica Intelligent Cloud Services web site at http://www.informatica.com/cloud.
This site contains information about Informatica Cloud integration services.

Informatica Intelligent Cloud Services Communities

Use the Informatica Intelligent Cloud Services Community to discuss and resolve technical issues. You can
also find technical tips, documentation updates, and answers to frequently asked questions.

Access the Informatica Intelligent Cloud Services Community at:

https://network.informatica.com/community/informatica-network/products/cloud-integration

Developers can learn more and share tips at the Cloud Developer community:

https://network.informatica.com/community/informatica-network/products/cloud-integration/cloud-
developers



https://docs.informatica.com
mailto:infa_documentation@informatica.com
http://www.informatica.com/cloud
https://network.informatica.com/community/informatica-network/products/cloud-integration
https://network.informatica.com/community/informatica-network/products/cloud-integration/cloud-developers
https://network.informatica.com/community/informatica-network/products/cloud-integration/cloud-developers
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Informatica Intelligent Cloud Services Marketplace

Visit the Informatica Marketplace to try and buy Data Integration Connectors, templates, and mapplets:

https://marketplace.informatica.com/

Data Integration connector documentation

You can access documentation for Data Integration Connectors at the Documentation Portal. To explore the
Documentation Portal, visit https://docs.informatica.com.

Informatica Knowledge Base

Use the Informatica Knowledge Base to find product resources such as how-to articles, best practices, video
tutorials, and answers to frequently asked questions.

To search the Knowledge Base, visit https://search.informatica.com. If you have questions, comments, or
ideas about the Knowledge Base, contact the Informatica Knowledge Base team at
KB_Feedback@informatica.com.

Informatica Intelligent Cloud Services Trust Center

The Informatica Intelligent Cloud Services Trust Center provides information about Informatica security
policies and real-time system availability.

You can access the trust center at https://www.informatica.com/trust-center.html.

Subscribe to the Informatica Intelligent Cloud Services Trust Center to receive upgrade, maintenance, and
incident notifications. The Informatica Intelligent Cloud Services Status page displays the production status
of all the Informatica cloud products. All maintenance updates are posted to this page, and during an outage,
it will have the most current information. To ensure you are notified of updates and outages, you can
subscribe to receive updates for a single component or all Informatica Intelligent Cloud Services
components. Subscribing to all components is the best way to be certain you never miss an update.

To subscribe, go to https://status.informatica.com/ and click SUBSCRIBE TO UPDATES. You can then
choose to receive notifications sent as emails, SMS text messages, webhooks, RSS feeds, or any
combination of the four.

Informatica Global Customer Support

Preface

You can contact a Customer Support Center by telephone or online.

For online support, click Submit Support Request in Informatica Intelligent Cloud Services. You can also use
Online Support to log a case. Online Support requires a login. You can request a login at
https://network.informatica.com/welcome.

The telephone numbers for Informatica Global Customer Support are available from the Informatica web site
at https://www.informatica.com/services-and-training/support-services/contact-us.html.



https://marketplace.informatica.com/
https://docs.informatica.com
http://search.informatica.com
mailto:KB_Feedback@informatica.com
https://www.informatica.com/trust-center.html
https://status.informatica.com/
https://status.informatica.com/
https://network.informatica.com/welcome
https://www.informatica.com/services-and-training/support-services/contact-us.html

CHAPTER 1

Introduction to Google BigQuery
V2 Connector

You can use Google BigQuery V2 Connector to securely read data from or write data to Google BigQuery.

When you use Google BigQuery V2 Connector, you can create a Google BigQuery V2 connection and use the
connection in Data Integration mappings and tasks.

When you use Google BigQuery V2 Connector to create and run a Data Integration task, the Secure Agent
reads from and writes data to Google BigQuery based on the taskflow and Google BigQuery V2 connection
configuration.

You can move data from any data source to Google BigQuery.
Use Google BigQuery V2 Connector to create a mapping, data transfer task, or a mapping task.

When you run a task or mapping, the Secure Agent uses the JAVA client libraries of the Google APIs to
integrate with Google BigQuery.

Google BigQuery V2 Connector assets

Create assets in Data Integration to integrate data using Google BigQuery V2 Connector.

When you use Google BigQuery V2 Connector, you can include the following Data Integration assets:
¢ Data transfer task

e Mapping

e Mapping task

For more information about configuring assets and transformations, see Mappings, Transformations, and
Tasks in the Data Integration documentation.

Google BigQuery example

Your organization is an open source log data collector, which collects log data from multiple sources and
unifies them.

Logs help you understand how systems and applications perform. As the scale and complexity of the system
increases, it is difficult to manage multiple logs from different sources.



To overcome this problem, you can use Google BigQuery V2 Connector to write data to a Google BigQuery
target and query terabytes of logs in seconds. You can then use the data to fix and improve the system
performance in near real time.

Administration of Google BigQuery V2 Connector
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The Google BigQuery Connector uses the following Google APIs to integrate with Google BigQuery:

google-api-services-bigquery-v2-rev20220827-2.0.0
google-cloud-bigquery-2.16.0

Before you use Google BigQuery V2 Connector, you must complete the following prerequisite tasks:

Ensure you have a Google service account to access Google BigQuery.

Ensure you have the client_email, project_id, and private_key values for the service account. You will need
to enter these details when you create a Google BigQuery V2 connection in Data Integration.

Ensure you have the project ID, dataset ID, source table name, and target table name when you create
mappings in Data Integration.

Verify that you have read and write access to the Google BigQuery dataset that contains the source table
and target table.

When you read data from or write data to a Google BigQuery table, you must have the required
permissions to run the mapping successfully.

When you only read data from a Google BigQuery table, you must have the required permissions to read
data successfully.

If your organization passes data through a proxy, virtual private cloud, or protective firewall, you must
configure your firewall to allow the www.googleapis.com and www.accounts.google.com URI for Google
BigQuery V2 Connector to transfer data through a proxy, virtual private cloud, or firewall.

If you use bulk mode to write data to Google BigQuery, verify that you have write access to the Google
Cloud Storage path where the Secure Agent creates the staging file.

If you use DTM staging mode to write data to Google BigQuery, ensure that you configure the Secure
Agent to enable the DTM staging mode.

If you use staging mode to read data from Google BigQuery, verify that you have read access to the
Google Cloud Storage path where the Secure Agent creates the staging file to store the data from the
Google BigQuery source.

To read or write Avro, Parquet, or JSON files, verify that your organization does not have more than one
Cloudera 6.1 distribution enabled.

Chapter 1: Introduction to Google BigQuery V2 Connector



CHAPTER 2

Google BigQuery V2 connections

Create a Google BigQuery V2 connection to securely read data from or write data to Google BigQuery.

You can use a Google BigQuery V2 connection to specify sources, targets, and lookups in mappings and
mapping tasks. You can also use the Google BigQuery V2 connection in an SQL transformation.

Connection modes

You can configure a Google BigQuery V2 connection to use one of the following connection modes:

Simple mode
If you use simple mode, Google BigQuery V2 Connector flattens each field within the Record data type
field as a separate field in the field mapping.

Hybrid mode
If you use hybrid mode, Google BigQuery V2 Connector displays all the top-level fields in the Google
BigQuery table including Record data type fields. Google BigQuery V2 Connector displays the top-level
Record data type field as a single field of the String data type in the field mapping.

Complex mode

If you use complex mode, Google BigQuery displays all the columns in the Google BigQuery table as a
single field of the String data type in the field mapping.

Connection mode example

Google BigQuery V2 Connector reads and writes the Google BigQuery data based on the connection mode
that you configure for the Google BigQuery V2 connection.

You have a Customers table in Google BigQuery that contains primitive fields and the Address field of the
Record data type. The Address field contains two primitive sub-fields, City and State, of the String data type.

The following image shows the schema of the Customers table in Google BigQuery:



ID INTEGER | NULLABLE
Name STRING NULLABLE
Address RECORD ' NULLABLE
Address.City STRING NULLABLE
Address.State = STRING NULLABLE
Mobile STRING REPEATED
Totalpayments FLOAT NULLABLE
age INTEGER | REPEATED

The following table shows the Customers table data in Google BigQuery:

ID Name Address.City Address.State Mobile Totalpayments

14 John LOS ANGELES CALIFORNIA +1-9744884744 18433.90

+1-8267389993

29 Jane BOSTON MANHATTAN +1-8789390309 28397.33

+1-9876553784

+1-8456437848

Simple mode

If you use simple connection mode, Google BigQuery V2 Connector flattens each field within the Record data
type field as a separate field in the Field Mapping tab.

10 Chapter 2: Google BigQuery V2 connections



The following table shows two separate fields, Address_City and Address_State, for the respective sub-fields
within the Address Record field in the Customers table:

1D Name Address_City Address_State Mobile Totalpayments
14 John LOS ANGELES CALIFORNIA +1-9744884744 18433.90
14 John LOS ANGELES CALIFORNIA +1-8267389993 18433.90
29 Jane BOSTON MANHATTAN +1-8789390309 28397.33
29 Jane BOSTON MANHATTAN +1-9876553784 28397.33
29 Jane BOSTON MANHATTAN +1-8456437848 28397.33

The following image shows the fields in the Field Mapping tab of the Target transformation:

Field map options: | Autematc

Incaming Fields: (112 of 112 mapped)

v Note: This option wil sutematically map any fields addad loter by name

Target Fields: {112 of 112 mapped)

Opiions v

ind ind
Fiald Mame Field Mams tapped Fisld

Fld_String Fld_String Fld_String

Fld_Integer Fld_Integer Fld_lnteger

Fld_Float Fld_Float Fld_Float

Fld_Date Fld_Date Fld_Date

FId_Time Fld_Time Fld_Time

Fld_DateTime Fld_DateTime Fld_DateTime

Fld_Timestamp Fld_Timestamp Fld_Timestamp

Fld_Boolean
Master]1_Mulloble_Level1_Repeated_Mulloble_Fid_Boolean
Master1_Mullable_Level1_Repeated_Mullable_Fld_Timestamg
Master]_Mulloble_Laval]_Repsated_MNulloble_Fld_DoteTime
Master]1_Mollable_Level1_Repeated_Mullable_Fld_Time
Master1_Mulloble_Level1_Repeated_Mullakle_fld_Date
Master]1_Mullable_Level1_Repeated_Mulloble_Fld_Float

Master]_Mulloble_Level_Repearad_Mulloble_Fld_Intager

Hybrid mode

Fld_Boolean
Master]_Mullable_Levell_Repeated_Nulloble_Fld_Boolean
Master]_Nullable_Levell_Repeated_Nullable_Fld_Timesiamp
Mester]_Nullable_Levell_Rapaated_Nullobla_Fld_DoteTime
Mester]_Nullable_Level1_Repeated_Nullable_Fld_Time
Master]_Nullable_Levell_Rapeated_Nullable_Fld_Date
Master]_Nullable_Levell_Repeated_Nullable_Fld_Float

Mestar]_Nullable_Lavell_Rapaaiad_Nulloble_Fld_Integer

Fld_Boolean
Master]_Nullable_Levell_Repeated_Nulloble_fld_Boslean
Master]_Nullable_Levall_Repeated_Nullable_Fld_Timesiamp
Mester]_Nollable_Levall_Rapaated_Nulloble_Fid_DoteTime
Mester]_Nullable_Leval1_Repeated_Nullable_Fid_Time
Master]_Nullable_Levall_Repeated_Nullable_Fid_Dote
Master]_Nullable_Levall_Repeated_Nullable_Fid_Float

Mestar]_Nullable_Lavell_Rapeatad_Nulloble_Fld_Intager

If you use hybrid connection mode, Google BigQuery V2 Connector displays all the top-level fields in the
Google BigQuery table including Record data type fields. Google BigQuery V2 Connector displays the top-level
Record data type field as a single field of the String data type in the Field Mapping tab.

The following image shows the Field Mapping tab of the Target transformation:

Connection modes 11




12

Field map opfians: | Automatic

Incoming Fields: (20 of 20 mapped)

v | Neke: This aption will astsmatically map any felds added later by name

Target Fields: (20 of 20 mapped)

Optiens W

Field Mome Fiald Nome Mapped Fiald
Fld_String Fld_String Fld_Sring
Fld_Integer Fld_Integer Fld_lnteger
Fld_Floa Fld_Float Fld_Float
Fld_Date Fld_Date Fld_Date
FId_Time Fld_Time Fld_Time

Fld_DateTime

Fld_Timestamp

Fld_Boolean
Master1_Nullable
Master2_Repeated
Master3_Nullable_Repeated
Masterd_Repeated_MNullable
Fld_String_Repeated
Fld_Integer_Repeated

Fld_Flost_Repesied

Complex mode

Fld_DateTime
Fld_Timestomp

Fld_Baolean
Master]_Nullable
Master2_Repeated
Masterd_Nulloble_Repected
Masterd_Repeated_Nullable
Fld_String_Repeated
Fld_Integer_Repeated

Fld_Floct_Repeated

Fld_DateTime

Fld_Timestamp

Fld_Boslean
Master]_Nullable
MasterZ_Repeated
Master3_Mullable_Repected
Masterd_Repaated_Nullable
Fld_String_Repeated
Fld_lnteger_Repeated

Fld_Flost_Repesied

If you use complex connection mode, Google BigQuery V2 Connector displays all the columns in the Google
BigQuery table as a single field of the String data type in the Field Mapping tab.

The following image shows the STRING_DATA field in the Field Mapping tab of the Target transformation:

Field map sptions: | Automatic

Incoming Fields: {1 of 1 mapped)

v | Note: This option will automatically map any felds added loter by name

Target Fields: (1 of 1 mapped)

Options v

Field Name

Field Nome

Hopped Fisld

STRING_DATA

Simple mode

STRING_DATA

STRING_DATA

Rules and guidelines for Google BigQuery V2 connection modes

Consider the following rules and guidelines when you configure a Google BigQuery V2 connection to use

simple connection mode:

e You can read data from a repeated column from a Google BigQuery source table only when you select

Direct as the Read Mode.

e You cannot create a Google BigQuery target table that contains repeated columns using the Create Target

option.

¢ |f the Google BigQuery source table contains repeated columns, you cannot configure data filters for

these columns.

* If the Google BigQuery table contains more than one repeated column, you cannot preview data.

o If the Google BigQuery target table contains a repeated column of the Record data type, you cannot
configure update, upsert, and delete operations for these columns.

¢ You can use CSV format as the data format of the staging file only when the Google BigQuery table does
not contain columns of the Record data type or repeated columns.

o If the Google BigQuery target table contains columns of the Record data type and repeated columns, you
cannot configure update, upsert, and delete operations for these columns when you do not use the Merge

query.

Chapter 2: Google BigQuery V2 connections



When you read data from a Google BigQuery source, you must not map more than one repeated column in
a single mapping. You must create multiple mappings for each repeated column.

You cannot import multiple source tables in a Source transformation.

Hybrid mode

Consider the following rules and guidelines when you configure a Google BigQuery V2 connection to use
hybrid connection mode:

You cannot preview data.

You cannot use a legacy SQL statement to define a custom query. You must use a standard SQL to define
a custom query

If the Google BigQuery source table contains columns of the Record data type and repeated columns, you
cannot configure data filters for these columns.

When you do not use the Merge query and the key field is a column of the Record data type or a repeated
column, you cannot configure update, upsert, and delete operations.

You must select JSON (Newline Delimited) format as the data format of the staging file under the
advanced target properties. You can use CSV format as the data format of the staging file only when the
Google BigQuery table does not contain columns of the Record data type or repeated columns.

The following CSV formatting options in the advanced target properties are not applicable:
- Allow Quoted Newlines
- Field Delimiter

- Allow Jagged Rows

Complex mode

Consider the following rules and guidelines when you configure a Google BigQuery V2 connection to use
complex connection mode:

You cannot import multiple source tables in a Source transformation.
You cannot preview data.

You cannot use a legacy SQL statement to define a custom query. You must use a standard SQL to define
a custom query

You cannot create a Google BigQuery target table using the Create Target option.

You cannot truncate the Google BigQuery target table before loading data to the target using the Truncate
target table option.

When you configure a Google BigQuery source connection to use complex connection mode, you cannot
configure data filters for the source.

You cannot configure update, upsert, and delete operations.

You must select JSON (Newline Delimited) format as the data format of the staging file under the
advanced target properties.

You cannot use CSV format as the data format of the staging file. The following CSV formatting options in
the advanced target properties are not applicable:

- Allow Quoted Newlines
- Field Delimiter

- Allow Jagged Rows

Connection modes 13



Google BigQuery V2 connection properties
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When you create a Google BigQuery V2 connection, configure the connection properties.

The following table describes the Google BigQuery V2 connection properties:

Property

Description

Connection Name

Name of the connection.

Each connection name must be unique within the organization. Connection names can contain
alphanumeric characters, spaces, and the following special characters: _ . + -,

Maximum length is 255 characters.

Description Description of the connection. Maximum length is 4000 characters.
Type The Google BigQuery V2 connection type.
Runtime Name of the runtime environment where you want to run the tasks.

Environment

Select a Secure Agent or a Hosted Agent.

Service Account
ID

The client_email value in the JSON file that you download after you create a service account.

Service Account
Key

The private_key value in the JSON file that you download after you create a service account.

Project ID

The project_id value in the JSON file that you download after you create a service account.

If you have created multiple projects with the same service account, enter the ID of the project
that contains the dataset that you want to connect to.

Storage Path

Path in Google Cloud Storage where the agent creates a local stage file to store the data
temporarily.

Applies to tasks that read or write large volumes of data. Use this property when you read data in
staging mode or write data in bulk mode.

You can either enter the bucket name or the bucket name and folder name.

Use one of the following formats:

- gs://<bucket name>

- gs://<bucket name>/<folder name>

Connection mode

The mode that you want to use to read data from or write data to Google BigQuery.
Select one of the following connection modes:

- Simple. Flattens each field within the Record data type field as a separate field in the mapping.
- Hybrid. Displays all the top-level fields in the Google BigQuery table including Record data type
fields. Google BigQuery V2 Connector displays the top-level Record data type field as a single

field of the String data type in the mapping.
- Complex. Displays all the columns in the Google BigQuery table as a single field of the String
data type in the mapping.

Default is Simple.

Chapter 2: Google BigQuery V2 connections




Property

Description

Schema
Definition File
Path

Directory on the Secure Agent machine where the Secure Agent must create a JSON file with the
sample schema of the Google BigQuery table. The JSON file name is the same as the Google
BigQuery table name.

Alternatively, you can specify a storage path in Google Cloud Storage where the Secure Agent
must create a JSON file with the sample schema of the Google BigQuery table. You can download
the JSON file from the specified storage path in Google Cloud Storage to a local machine.

The schema definition file is required if you configure complex connection mode in the following

scenarios:

- You add a Hierarchy Builder transformation in a mapping to read data from relational sources
and write data to a Google BigQuery target.

- You add a Hierarchy Parser transformation in a mapping to read data from a Google BigQuery
source and write data to relational targets.

Use Legacy SQL
For Custom Query

Select this option to use a legacy SQL to define a custom query. If you clear this option, you must
use a standard SQL to define a custom query.

Dataset Name for
Custom Query

When you define a custom query, you must specify a Google BigQuery dataset.

Region Id

The region name where the Google BigQuery dataset that you want to access resides.
Note: You must ensure that you specify a bucket name or the bucket name and folder name in the
Storage Path property that resides in the specified region.

For more information about the regions supported by Google BigQuery, see Dataset locations.

Staging Dataset

The Google BigQuery dataset name where you want to create the staging table to stage the data.
You can define a Google BigQuery dataset that is different from the source or target dataset.

Optional
Properties

Specifies whether you can configure source and target functionality through custom properties.

You can select one of the following options:

- None. If you do not want to configure any custom properties, select None.

- Required. If you want to specify custom properties to configure the source and target
functionalities.

Default is None.

Provide Optional
Properties

Comma-separated key-value pairs of custom properties in the Google BigQuery V2 connection to
configure certain source and target functionalities.

Appears when you select Required in the Optional Properties.

For more information about the list of custom properties that you can specify, see the
Informatica Knowledge Base article: https://kb.informatica.com/faq/7/Pages/26/632722.aspx

Note: Ensure that you specify valid credentials in the connection properties. The test connection is
successful even if you specify incorrect credentials in the connection properties.

Retry Strategy

When you read data from Google BigQuery in staging mode and write data to Google BigQuery in bulk mode,

you can configure the retry strategy when the Google BigQuery V2 connection fails to connect to the Google
BigQuery. The retry strategy is not applicable in the CDC and streaming modes when you write data to a
Google BigQuery target.

Google BigQuery V2 connection properties
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The following table describes the retry properties for the Google BigQuery V2 connection. These retry
properties apply only to mappings.

Property

Description

Enable Retry

Indicates that the Secure Agent attempts to retry the connection when there is a failure.
Select this option to enable connection retry.
Default is unselected.

Maximum Retry

The maximum number of retry attempts that the Secure Agent performs to receive the response

Attempts from the Google BigQuery endpoint.
If the Secure Agent fails to connect to Google BigQuery within the maximum retry attempts, the
connection fails.
Default is 6.
Appears when you select the Enable Retry property.
Initial Retry The initial wait time in seconds before the Secure Agent attempts to retry the connection.
Delay Default is 1.
Appears when you select the Enable Retry property.
Retry Delay The multiplier that the Secure Agent uses to exponentially increase the wait time between
Multiplier successive retry attempts up to the maximum retry delay time.

Default is 2.0.
Appears when you select the Enable Retry property.

Maximum Retry
Delay

The maximum wait time in seconds that the Secure Agent waits between successive retry
attempts.

Default is 32.
Appears when you select the Enable Retry property.

Total Timeout

The total time duration in seconds that the Secure Agent attempts to retry the connection after
which the connection fails.

Default is 50.
Appears when you select the Enable Retry property.

Configure proxy settings
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If your organization uses an outgoing proxy server to connect to the internet, the agent connects to
Informatica Intelligent Cloud Services through the proxy server.

You can configure the Secure Agent to use the proxy server on Windows and Linux. You can use the
unauthenticated or authenticated proxy server.

Use one of the following methods to configure the proxy settings:

e Configure the Secure Agent through the Secure Agent Manager on Windows or shell command on Linux.

For instructions, see the topic "Configure the proxy settings on Windows" or "Configure the proxy settings

on Linux," in Getting Started in the Data Integration documentation.

e Configure the JVM options for the DTM in the Secure Agent properties. For instructions, see the
Knowledge Base article 000185646.

Contact your network administrator for the correct proxy settings.
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Configure proxy settings for NTLM authentication

You can use a proxy server that uses NTLM authentication to connect to Google BigQuery.

To configure the proxy settings for NTLM authentication, perform the following steps:

1.

2
3
4.
5

o

In Administrator, select Runtime Environments.
Select the Secure Agent for which you want to configure from the list of available Secure Agents.

In the upper-right corner, click Edit.

In the System Configuration Details section, select the Type as DTM for the Data Integration Server.

Edit the JVMOption1 and add the following value:
-Dhttp.auth.ntlm.domain=<domain name>
Select the Type as Platform for the Data Integration Server.

Edit the INFA_DEBUG property and add the following value:
-Dhttp.auth.ntlm.domain=<domain name>

Click Save.

Restart the Secure Agent.

Configure proxy settings
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CHAPTER 3

Google BigQuery pushdown
optimization

You can use pushdown optimization to push the transformation logic to the Google BigQuery database.

When you run a task configured for pushdown optimization, Data Integration converts the transformation
logic to an SQL query. Data Integration sends the query to the database, and the database runs the query. The
amount of transformation logic that Data Integration pushes to the database depends on the database, the
transformation logic, and the mapping configuration. Data Integration processes all transformation logic that
it cannot push to a database.

Configure pushdown optimization for a mapping in the tasks properties. Full pushdown optimization is
enabled by default in mapping tasks.

Pushdown optimization types
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When you apply pushdown optimization, the task pushes transformation logic to the source or target
database based on the optimization type you specify in the task properties. Data Integration translates the
transformation logic into SQL queries or Google BigQuery commands to the Google BigQuery database. The
database runs the SQL queries or Google BigQuery commands to process the transformations.

You can configure the following types of pushdown optimization in a mapping:
Full

Data Integration first pushes as much of the transformation logic as possible to process in the target
database. If the target database cannot process some of the transformation logic, it pushes that logic
for processing to the source database. Data Integration processes all the remaining transformation logic
that it cannot push to the target or source database. This is applicable for mappings that read from or
write to Google BigQuery.

When you select full pushdown optimization for mappings that read from Google Cloud Storage and
write to Google BigQuery, Data Integration pushes as much of the transformation logic as possible to
process in the target database. Data Integration processes all the transformation logic that it cannot
push to the target database.

Source

Data Integration pushes down as much as the transformation logic as possible to process in the source
database.

When you select source pushdown optimization, Data Integration pushes the transformation logic for all
the supported transformations downstream in the mapping, but excludes the target transformation.



Pushdown optimization scenarios

You can configure pushdown optimization using the Google BigQuery V2 Connector or the Google BigQuery
ODBC Connector in mappings.

Google BigQuery V2 Connector

Important: To configure pushdown optimization using the Google BigQuery V2 Connector, verify that your
organization has the Mappings-Advanced Pushdown Optimization license. To get the license, contact Global
Customer Support.

You can use configure pushdown optimization for the following scenarios when you use Google BigQuery V2
Connector in mappings:

Source and target Supported pushdown scenarios in mappings Pushdown
endpoints optimization type
Google BigQuery Reads from and writes to Google BigQuery using the Google BigQuery | Full, Source
source V2 connection. Note: The Secure
Google BigQuery Agept pushes on!y
target partial or the entire

mapping logic for
processing to
Google BigQuery.

Google Cloud Reads from Google Cloud Storage using a Google Cloud Storage V2 Full
Storage source connection and writes to Google BigQuery using a Google BigQuery

Google BigQuery V2 connection.

target

Amazon S3 source Reads from Amazon S3 using an Amazon S3 V2 connection and Full
Google BigQuery writes to Google BigQuery using a Google BigQuery V2 connection.

target

Note: You can use the Secure Agent or the Hosted Agent to run mappings enabled with pushdown optimization.

ODBC Connector

Important: Informatica recommends that you use the Google BigQuery V2 connection in mappings to
configure pushdown optimization. If you cannot push down specific transformation logic using the Google
BigQuery V2 connection, you can explore configuring pushdown optimization using the Google BigQuery
ODBC connection.
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You can configure pushdown for a mapping that uses a Google BigQuery ODBC connection to read from and
write to Google BigQuery.

Source and target Supported pushdown scenarios in mappings Pushdown optimization
endpoints type

Google BigQuery source Reads from and writes to Google BigQuery using the Full, Source

Google BigQuery target Google BigQuery ODBC connection with the Google

BigQuery ODBC subtype.

The Google BigQuery ODBC connection uses the Google
BigQuery ODBC 64-bit drivers on Windows and Linux
systems. You must configure the Google BigQuery driver
based on your system requirement.

Note: You can use the Secure Agent to run mappings enabled with pushdown optimization.

Pushdown optimization preview

Before you can run a mapping task configured for pushdown optimization, you can preview if pushdown
optimization is possible when you create the mapping. You can preview pushdown optimization from the
Pushdown Optimization panel in the Mapping Designer.

After you select the required pushdown optimization options and run the preview, Data Integration creates
and runs a temporary pushdown preview mapping task. When the job completes, Data Integration displays
the SQL queries to be executed and any warnings in the Pushdown Optimization panel. The warning
messages help you understand which transformations in the configured mapping are not applicable for
pushdown optimization. If pushdown optimization fails, Data Integration lists any queries generated up to the
point of failure. You can edit the mapping and fix the required transformations before you run the mapping
for pushdown optimization.

You can also view the temporary job created under My Jobs and download the session log to view the
queries generated.

For more information about how to preview pushdown optimization, see the topic "Pushdown optimization
preview" in Mappings in the Data Integration help.

Pushdown optimization using a Google BigQuery V2
connection
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You can configure pushdown optimization for a mapping that contains a Google BigQuery V2 connection.
Pushdown optimization enhances the mapping performance. You can configure full pushdown when you read
data from an Google Cloud Storage source and write to a Google BigQuery target.

You can configure pushdown optimization for a mapping task to read from or write data to Google BigQuery
objects associated with different projects in different Google service accounts within the same region.
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Read from and write to Google BigQuery

You can configure pushdown optimization in a mapping to read from and write to Google BigQuery using a
Google BigQuery V2 connection.

Example

You work in a motorbike retail company with more than 30,000 dealerships and 2000 inspection centers
globally. The company stores millions of records in Google BigQuery hosted on GCP. You want to use Data
Integration to perform some transformations on the data before you write back to Google BigQuery.

Use a Google BigQuery V2 connection in the mapping to read from the Google BigQuery source and write the
processed data to the Google BigQuery target. Configure full pushdown optimization in the mapping to
enhance the performance.

Read from Google Cloud Storage and write to Google BigQuery

You can configure pushdown optimization for a mapping that uses a Google Cloud Storage connection in the
Source transformation to read from Google Cloud Storage and a Google BigQuery V2 connection in the
Target transformation to write to Google BigQuery.

Example

You work for a rapidly growing data science organization. Your organization develops software products to
analyze financials, building financial graphs connecting people profiles, companies, jobs, advertisers, and
publishers. The organization uses infrastructure based on Google Cloud Platform and stores its data in
Google Cloud Storage files. The organization plans to implement a business intelligence service to build
visualization and perform real-time analysis. You can load data from Google Cloud Storage to Google
BigQuery by configuring the transformations to support the adequate data warehouse model and the
consuming requirements.

Create an Google Cloud Storage V2 connection to read data form the Google Cloud Storage source. Create an
Google BigQuery V2 connection and use pushdown optimization to write data to the Google BigQuery target
to enhance the performance and reduce the cost involved.

Read from Amazon S3 and write to Google BigQuery

You can configure pushdown optimization for a mapping that uses an Amazon S3 V2 connection in the
Source transformation to read from Amazon S3 and a Google BigQuery connection in the Target
transformation to write to Google BigQuery.

Example

You work for a healthcare organization. Your organization offers a suite of services to manage electronic
medical records, patient engagement, telephonic health services, and care coordination services. The
organization uses infrastructure based on Amazon Web Services and stores its data on Amazon S3. The
management plans to load data to a data warehouse to perform healthcare analytics and create data points
to improve operational efficiency. To load data from an Amazon S3 based storage object to Google BigQuery,
you must use ETL and ELT with the required transformations that support the data warehouse model.

Use an Amazon S3 V2 connection to read data from a file object in an Amazon S3 source and a Google
BigQuery connection to write to a Google BigQuery target. Configure full pushdown optimization in the
mapping to optimize the performance.
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Configuring pushdown optimization for a Google BigQuery
mapping task

Perform the following steps to configure pushdown optimization for an Google BigQuery V2 mapping task:

1. Create an Google Cloud Storage V2 connection and an Google BigQuery V2 connection.

2. Create a mapping to read data from an Google Cloud Storage source and write data to an Google
BigQuery target.

3. Create a mapping task.
a. Select the configured mapping.

b. Inthe Pushdown Optimization section on the Schedule tab, set the pushdown optimization value to
Full.

c. Save the task and click Finish.

When you run the mapping task, the transformation logic is pushed to the Google BigQuery database.

Pushdown compatibility

You can configure the task to push transformations, variables, functions, and operators to the database.

When you use pushdown optimization, the Secure Agent converts the expression in the transformation by
determining equivalent operators, variables, and functions in the database. If there is no equivalent operator,
variable, and function, the Secure Agent processes the transformation logic.

Supported functions for Google BigQuery V2 mappings

The following table summarizes the availability of pushdown functions in an Google BigQuery database.
Columns marked with an X indicate that the function can be pushed to the Google BigQuery database by
using full pushdown optimization. Columns marked with a dash (-) symbol indicate that the function cannot
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be pushed to the database.

Function Pushdown Function Pushdown Function Pushdown
ABORT() INSTR() X REPLACECHR() X
ABS() X IS_DATE() X REPLACESTR() X
ADD_TO_DATE() X IS_NUMBER() X REVERSE()
AES_DECRYPT() IS_SPACES() X ROUND(DATE) X
AES_ENCRYPT() ISNULL() X ROUND(NUMBER) X
ASCII() LAST() RPAD() X
AVG() X LAST_DAY() X RTRIM() X
CEIL() X LEAST() SET_DATE_PART()
CHOOSE() LENGTH() X SIGN() X
CHR() X LN() X SIN() X

Google BigQuery pushdown optimization




Function Pushdown Function Pushdown Function Pushdown
CHRCODE() LOG() X SINH() X
COMPRESS() LOOKUP SHA256()

CONCAT() X LOWER() X SOUNDEX()

coS() X LPAD() X SQRT() X
COSH() X LTRIM() X STDDEV() X
COUNT() X MAKE_DATE_TIME() SUBSTR() X
CRC32() MAX() X SUM() X
CUME() MD5() SYSDATE() X
DATE_COMPARE() MEDIAN() SYSTIMESTAMP() X
DATE_DIFF() METAPHONE() TAN() X
DECODE() X MIN() X TANH()

DECODE_BASE64() MOD() X TO_BIGINT X
DECOMPRESS() MOVINGAVG() TO_CHAR(DATE) X
ENCODE_BASE64() MOVINGSUM() TO_CHAR(NUMBER) X
EXP() X NPER() TO_DATE() X
FIRST() PERCENTILE() TO_DECIMAL() X
FLOOR() X PMT() TO_FLOAT() X
FV() POWER() X TO_INTEGER() X
GET_DATE_PART() X PV() TRUNC(DATE) X
GREATEST() RAND() TRUNC(NUMBER) X
1F() X RATE() UPPER() X
IN() REG_EXTRACT() VARIANCE() X
INDEXOF() REG_MATCH()

INITCAP() REG_REPLACE

Pushdown optimization using a Google BigQuery V2 connection
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Supported operators for Google BigQuery V2 mappings

When you use pushdown optimization, the Secure Agent converts the expression in the transformation by
determining equivalent operators in the database. If there is no equivalent operator, the Secure Agent
processes the transformation logic.

The following table lists the pushdown operators that can be used in an Google BigQuery database. Columns
marked with an X indicate that the operator can be pushed to the Google BigQuery database by using full
pushdown optimization.

Operator Pushdown Operator Pushdown
+ X = X
X >= X
* X <= X
/ X 1= X
% X AND X
Il X OR X
> X NOT X
< X

Transformations for Google BigQuery V2 mappings

When you configure pushdown optimization, the Secure Agent tries to push the configured transformation to
Google BigQuery.

The following list summarizes the availability of transformations that you can push down to Google BigQuery:
e Aggregator’

e Expression

o Filter

e Joiner’

e Lookup’

e Rank’

e Router’

e Sequence Generator

e Sorter?

e SQL

e Union’

e Update Strategy’

"Applicable only for Google BigQuery sources.

Note: Sequence Generator and Update Strategy transformations can't be pushed to the database and all
other transformations can be pushed to Google BigQuery by using full pushdown optimization.
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Aggregator transformation

You can configure full pushdown optimization to push an Aggregator transformation to process in Google
BigQuery.

You can perform the following aggregate calculations:
e AVG

e COUNT

¢ MAX

e MIN

e SUM

e STDDEV

e VARIANCE

When you configure an Aggregator transformation, you must use each of the incoming ports either in an
aggregate function or in a group by field to define how to group data for aggregate expressions.

Lookup transformation

You can configure full pushdown optimization to push a Lookup transformation to process in Google
BigQuery. This applies to both connected and unconnected lookups.

You can add the following lookups:
e Cached

e Uncached

e Unconnected with cached

When you look up data and the lookup condition finds multiple matches, the lookup returns all rows. In a
mapping with Google BigQuery as target, you must set the Multiple Matches option for the lookup object to
Return all rows. If you enabled Multiple Matches to any option other than Return all rows, the agent ignores
it.

When you configure an unconnected Lookup transformation, consider the following rules:

¢ You must select the Multiple Matches property value as Report error in the unconnected lookup
properties for pushdown optimization to work.

¢ You can only configure an Expression transformation for an output received from an unconnected lookup.
SQL transformation

You can use an SQL transformation to push supported scalar functions to Google BigQuery. When you
configure pushdown optimization for a mapping, you can use Java or SQL user-defined functions (UDFs) in a
SQL transformation and run queries with the Google BigQuery target endpoint.

You can use only the SELECT clause SQL statement to push down a function. The following snippet
demonstrates the syntax of a simple SELECT SQL query:

SELECT <function namel>(~Arg~), <function name2> (~Arg~)...

You can push a SQL transformation with the following restrictions:

e You can configure only a SQL query in the SQL transformation. You cannot enable a stored procedure
when you push down to Google BigQuery.

e The SQL query must be a simple SELECT statement without 'FROM' and 'WHERE' arguments. The SQL
transformation only supports functions with simple SELECT statement.
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¢ You can only use a SQL transformation when the SELECT statement is present in the query property. Even
if an entire query containing the SELECT statement comes from a parameterized input port, the pushdown
optimization fails.

o |f any SQL error occurs, the error is added to the sQLError field by default. However, when you run a
mapping enabled with pushdown optimization, the sQLError field remains as Null.

e The NumRowsAffected field records the number of rows affected while computing the output buffer.
However, for SQL transformation, the NumRowsAffected is 0, as the query runs for all the records at the
same time.

e Google BigQuery offers only passive behavior of SQL transformations where the support for dynamic
queries are limited.

o User defined functions containing special characters in its function name are supported. You need to
enclose the Full UDF function name with backtick (*) character if it contains special characters.

¢ You cannot specify the user defined functions in a legacy SQL query.
e You cannot use sub-query and join condition in the SQL transformation.
e You cannot use temporary UDF in the SQL transformation.
e You cannot use the following parameterization scenarios:
- Entire query as a parameter
- Field names in a query as a parameter

- Inout and input parameters in a query

Supported variables for Google BigQuery V2 mappings

When you use pushdown optimization, the Secure Agent converts the expression in the transformation by
determining equivalent variables in the database. If there is no equivalent variable, the Secure Agent
processes the transformation logic.

The following table lists the pushdown variables that can be used in an Google BigQuery database. Columns
marked with an X indicate that the variable can be pushed to the Google BigQuery database by using full
pushdown optimization.

Variable Pushdown
SESSSTARTTIME X
SYSDATE

WORKFLOWSTARTTIME
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Supported data types for Google BigQuery V2 mappings

The following table lists the Google Cloud Storage data types based on the file format type that can be
pushed to the Google BigQuery database:

File Format Type

Google Cloud Storage Data Type

Delimited

- Biglint
- Number

- String

Avro

- Binary
- Byte
- Double
- Float
- Int

- Long
- String

Parquet

- Binary
- Date

- Decimal
- Double
- Float

- Int32

- Int64

- Int96

- String

JSON

- Double
- Int

- Long
- String

The following table lists the Google BigQuery data types that can be used for pushdown optimization:

Google BigQuery Data Type

Transformation Data Type

Boolean String
Date Date/Time
DateTime Date/Time
Float Double
Integer BigInt
Numeric Decimal
Default precision 28, scale 9
String String
Byte Byte

Pushdown optimization using a Google BigQuery V2 connection
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Google BigQuery Data Type

Transformation Data Type

Time

Date/Time

Timestamp

Date/Time

Supported features for Google BigQuery V2 mappings

You must configure a Google BigQuery V2 connection with simple or hybrid mode when you enable
pushdown optimization in a mapping task.

Note: If you configure a Google BigQuery V2 connection with complex mode, the Secure Agent logs an
pushdown optimization validation error in the session logs file and the mappings run in the Informatica
runtime environment without full pushdown.

When you configure pushdown optimization, the mappings support the following advance properties for a
Google BigQuery V2 source:

Source type - Single

Source type - Query

Source type - Standard and materialized views
Source Object Type - Parameter

Query options - Filter. Supports both simple and advanced filter conditions. You can use both the source
filter in conjunction with the Filter transformation in the mapping.

Source Dataset ID

Source Table Name

Number of Rows to Read

Job Poll Interval In Seconds

Pre SQL using standard SQL query

Pre SQL Configuration

Post SQL using standard SQL query

Post SQL Configuration

SQL Override Query using standard SQL query
Billing Project ID

When you configure pushdown optimization, the mappings support the following advance properties for a
Google BigQuery V2 connected and unconnected lookup:

Source type - Single

Source type - Query

Source type - Standard and materialized views
Source Object Type - Parameter

Source Dataset ID

Source Table Name

Job Poll Interval In Seconds

Pre SQL using standard SQL query
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When you configure pushdown optimization, the mappings support the following properties for an Google

Pre SQL Configuration

Post SQL using standard SQL query

Post SQL Configuration

SQL Override Query using standard SQL query
Billing Project ID

BigQuery V2 target:

Target Object Type - Single

Target Object Type - Parameter

Operation

- Insert

- Update

- Upsert

- Delete

- Data Driven

Data Driven Condition

Target Dataset ID

Target Table Name

Update Mode

Enable Merge

Create Disposition for Insert operation. Supports only Create if never option.
Write Disposition for Insert operation. Supports only Write append option.
Write Mode. Use Bulk mode to push data into Google BigQuery.
Truncate target table

Job Poll Interval In Seconds

Pre SQL using standard SQL query

Pre SQL Configuration

Post SQL using standard SQL query

Post SQL Configuration

Billing Project ID

Note: If you configure target advanced properties that are not supported, the Secure Agent logs an validation
error in the session logs and the mappings run in the Informatica runtime environment without full pushdown.

Guidelines for mappings that read from and write to Google BigQuery

When you configure pushdown optimization in a mapping that reads from and writes to Google BigQuery,

consider the following guidelines:

When you perform an upsert operation, you must select the Enable Merge option in the target advanced

properties.

You cannot use system variables in filters.

Pushdown optimization using a Google BigQuery V2 connection
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¢ If a mapping contains a Filter transformation and also a filter in the Source transformation, the mapping
consolidates the filter conditions from both these transformations to filter the records. However, it is
recommended that you use only one of these filters at a time in a mapping.

e You cannot apply a filter for query and multiple source objects.
e A native filter cannot contain a sub-query.

e When you select the source type as Query, ensure that you do not select the Retain existing fields at
runtime option on the Fields tab. Otherwise, the mapping fails with the following error:
Error: The Secure Agent failed to run the full pushdown query due to the following error:
[Field not found inside table]

* When you configure a Target transformation in a mapping with a delete operation and the source type
uses a query that contains Union ALL, the mapping fails. To avoid this error, before you run the mapping,
you need to select the Enable Merge property in the target advanced properties. The mapping issues a
merge query and runs successfully.

¢ |f the source data that the mapping read contains the Binary data types, data preview for pushdown
optimization fails.

Supported features for Google Cloud Storage V2 source

When you configure pushdown optimization, the Google Cloud Storage V2 connection supports the following
properties:

e Service Account ID
e Service Account Key

e Project ID

When you configure pushdown optimization, the mappings support the following properties for a Google
Cloud Storage V2 source:

e Source connection, connection parameter
e Source Type - Single, parameter
e Parameter
e Format - Delimited, Avro, Parquet, and JSON. ORC is not applicable.
e Delimited file formatting options
- Delimiter
- Qualifier
- Header Line Number
- First Data Row
e Google Cloud Storage Path
e Source File Name

e |Is Directory

Supported features for Amazon S3 source

When you configure pushdown optimization, the following connection properties of Amazon S3 V2 source are
supported:

e Access Key

e Secret Key
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e Folder Path

When you configure pushdown optimization, the mappings support the following properties for an Amazon
S3 V2 source:

e Source connection parameter
e Source Type - Single, Parameter
e Object
e Parameter
e Format - Flat, Avro, Parquet, and JSON. ORC and None are not applicable.
¢ Flat file formatting options:
- Delimiter
- First Data Row
e Source Type
¢ Folder Path

e File Name
When you configure pushdown optimization, the mapping supports the following transformations:

e Expression

o Filter

Note: You can run a mapping that reads from an Amazon S3 source and writes to a Google BigQuery target,
both belonging to different regions.

For information about the configurations for the listed options, see the help for the Amazon S3 V2 Connector.

Rules and guidelines for mappings that read from Amazon S3 source

Use the following rules and guidelines when you configure pushdown optimization in a mapping that reads
from an Amazon S3 source and writes to a Google BigQuery target:

* When you edit the metadata in the mapping, you cannot add or remove source fields or change the scale
and precision of data types. However, you can edit the field data types.

¢ When you read data in AVRO, JSON, or CSV format, ensure that the date is in YYYY-MM-DD format and
time is in hh:mm:ss format in the DATE, TIME, DATETIME, and TIMESTAMP columns.

* When you write data with the Numeric data types to a Google BigQuery target created at runtime, where
the source column has precision greater than 28, the mapping runs without pushdown optimization.

e Mapping fails when you read boolean values from an Amazon S3 source and write to a Google BigQuery
target.

e The source fields must start with a letter or an underscore and can contain letters, numbers, and
underscores up to a maximum of 300 characters. You cannot read source fields with special characters.

¢ When you write the DATE, TIME, or DATETIME data types to a Google BigQuery target, you must match the
agent time zone with the time zone of the Google BigQuery application.

* When you select the source type as Directory in the advanced source properties to read objects stored in
subdirectories from an Amazon S3 source, you must select the Enable Recursive Read option.

¢ When you write data from Avro or Parquet file formats in an Amazon S3 source to a Google BigQuery
target created at run time, you must delete the Filename field in the mapping.

e When you configure a lookup from an Amazon S3 or a Google Cloud Storage V2 object in a mapping, the
mapping runs without pushdown optimization.
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e When you use a smaller dataset (TPCH scale factor 1 or below) in a mapping and enable pushdown
optimization, the mapping requires 30% more time to process the data when compared with the same
mapping without pushdown optimization.

* When you configure a mapping enabled with pushdown optimization to read a boolean integer column and
write to a boolean string column, the mapping fails.

Configuring a custom query or an SQL override for the Google
BigQuery source object

You can push down a custom query or an SQL override to Google BigQuery.

Before you run a task that contains a custom query as the source object or you configure an SQL override,
you must set the Create Temporary View session property in the mapping task properties.

Note: If you do not set the Create Temporary View property, the mapping runs without pushdown
optimization.

Perform the following task to set the property:

1. Inthe mapping task, navigate to the Pushdown Optimization section on the Schedule tab.
2. Select Create Temporary View.

3. Click Finish.

Cancelling a pushdown optimization task

When you configure full pushdown optimization for a task that reads from and writes to Google BigQuery, you
can determine how Data Integration handles the job when pushdown optimization does not work.

You can set the task to fail or run without pushdown optimization. You can use this functionality only when
you configure full pushdown optimization for a task that runs using the Google BigQuery V2 connection in the
Source and Target transformations.

1. Create a mapping task.
2. Select the configured mapping for which you want to enable pushdown optimization.

3. Inthe Pushdown Optimization section on the Schedule tab, set the pushdown optimization value to Full
for the selected mapping.

4. To determine what action Data Integration must perform when pushdown optimization does not occur,
enable or disable the If pushdown optimization is not possible, cancel the task option based on your
requirement:

a. Enable to cancel the task when pushdown does not occur.

b. Disable to run the task without pushdown optimization.
Default is disabled.

5. Save the task and click Finish.

Clean stop a pushdown optimization job

When a task enabled for pushdown optimization is running, you can clean stop the job to terminate all the
issued statements and processes spawned by the job.

You can use this option for mappings enabled for pushdown optimization that use the Google BigQuery V2
connection either in the source or target transformation, or both.
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Use the Clean Stop option on the My Jobs page in Data Integration and the All Jobs and Running Jobs page
in Monitor.

See the following exceptions before you clean stop a pushdown optimization task:

e When you clean stop a task enabled for source pushdown optimization that reads from or writes to
Google BigQuery and the target or source properties in the mapping contains pre-SQL or post-SQL
statements, even if the select query is terminated, the job continues to run the target post-SQL query.

e When you start a job enabled for full pushdown optimization and clean stop it immediately, and if the
mapping is configured to create a new target at runtime, the table is created even if the job is terminated.

Context based optimization for multiple targets

When you configure a mapping to write to multiple Google BigQuery targets or write to the same Google
target table in two Target transformations, you can further optimize the write operation when you configure
full pushdown optimization.

To optimize, you can choose to configure an insert, update, upsert, delete, or data driven operation for
multiple targets individually. You can select the same Google BigQuery target table in multiple Target
transformations and perform different operations for each of the Target transformations to run independent
of each other.

When you configure a mapping enabled for full pushdown optimization to write to the same Google BigQuery
target table in two target transformations, you can specify the optimization context for slowly changing
dimension type 2 merge scenario.

You can enable the SCD Type 2 merge when you write to same Google BigQuery table in two Target
transformations and perform different operations for each of the Target transformations, where you use one
target to insert data and the other target to update data. Data Integration combines the queries for both the
targets and issues a Merge query.

Note: Multi-insert mode is not applicable for Google BigQuery targets.

Understanding an SCD type 2 merge mapping

The SCD Type 2 merge mapping uses a BigQuery source and two target transformations that write to the
same Google BigQuery table. One target transformation updates the table while the other transformation
inserts data to the Google BigQuery table

The following image shows a mapping that writes slowly changing dimension data to a Google BigQuery
target table:

Add expression and lookup transformations to compare source data against the existing target data. You
enter the lookup conditions and source columns that you want the Data Integration to compare against the
existing target.

For each source row without a matching row in the target, the Expression transformation marks the new row.
For each source row with a matching row in the target, the Expression transformation compares existing
source and target columns with the MD5() function. If those columns do not match, the Expression marks the
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existing target row as an inactive row and inserts a new target row as an active row. The mapping then splits
into two data groups using the Router transformation.

You must generate an UUID value through the Expression transformation and add it as a unique ID column
and also as the first column in the target. Additionally, you can add an active status flag, MD5() hash value,
start timestamp, and end timestamp columns to write to the target through the Expression.

The first data flow from the Router transformation passes only new rows to the Expression transformation.
The Expression transformation inserts new rows to the target. The Expression transformation also assigns
an UUID value and updates the start timestamp, MD5() function hash value, and the active status as 1 for
each new row.

In the second data flow, the Router transformation passes only changed rows to pass to the Expression
transformation. The Expression transformation inserts changed rows to the target. The Expression
transformation updates the active status as 0 and adds the end timestamp for the existing row in the target.

Rules and guidelines for pushdown optimization

Certain rules and guidelines apply when you enable a mapping for pushdown optimization to a Google
BigQuery database.

Sources and targets

When you configure a Google BigQuery source, Google Cloud Storage source, or Google BigQuery target,
adhere to the following guidelines:

e The Service Account ID associated with the Google BigQuery V2 connection must have permissions
to access Google Cloud Storage buckets and files.

e You cannot enable full pushdown optimization for a mapping task when the target table contains
columns of record data type or repeated columns.

¢ You cannot enable full pushdown optimization for a mapping task when the task contains a mapping
with a single transformation connected to multiple transformations downstream or multiple
transformations connected to a single transformation.

e You must ensure that the column header names in the Google Cloud Storage source file does not
contain unicode characters. Otherwise, the mapping fails.

* When you configure a Filter transformation or specify a filter condition, you must ensure that you do
not specify special characters. Use the ASCII value for the special character in the filter condition.

e When you parameterize the Google BigQuery V2 connection, source, target and provide values in the
mapping task using a parameter file, the default values for the parameter are not overridden with the
values in the parameter file.

* |f the Google Cloud Storage source file contains a column of Boolean data type, pushdown query
fails.

¢ When you read from a Google BigQuery source and edit the metadata for the source fields, the Secure
Agent ignores the changes to the metadata.

¢ |f the Google BigQuery source and target object resides in the same region other than US, do not
specify the Region ID explicitly in the connection.

e You must not specify a legacy SQL query in the Pre SQL and Post SQL advanced source or target
properties.

e A mapping run without pushdown optimization fails if any of the Pre-SQL and Post-SQL commands
fail in a multi-statement query. Previously mappings were successful.

e When you specify custom query as a source object and specify a dataset name in the Source Dataset
ID source advanced property, the mapping runs without full pushdown.
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When you specify custom query as a source object and specify an SQL override query, you must
specify a dataset name in the Source Dataset ID source advanced property.

When you specify custom query as a source object and specify an SQL override query with different
column names, ensure that the data types and the order of the columns that appear in the SQL
override query matches the data types and order in which they appear in the custom query.

When you select a view as a source object that contain columns of the Record data type or repeated
columns and create a new target at runtime, a validation error appears in the session logs and the
mapping runs without full pushdown.

To load data into columns of date, time, datetime, or timestamp in a Google BigQuery target, you
must pass the data through the TO_DATE() function as an expression and map the results to the
target column.

When you set SCD Type 2 merge optimization context for a mapping, you cannot use filter, joiner, and
custom SQL query.

If the mapping contains a Router transformation output connected to a Sequence Generator
transformation, the mapping does not push down the mapping logic to the point where the
transformation is supported and runs without pushdown optimization.

When you push down a Router transformation with IIF and IS_SPACE() functions in mapping that
reads from and writes to Google BigQuery, and the Boolean values are 0 and 1, the mapping fails.
When the Boolean values are true and false, the mapping runs successfully.

When you use multiple functions withing a transformation and one of the functions cannot be pushed
to Google BigQuery, the mapping runs without pushdown optimization.

When the mapping contains multiple pipelines and a function within one of transformations cannot
be pushed to Google BigQuery, the mapping does not push down the mapping logic to the point
where the transformation is supported and the mapping runs without pushdown optimization.

When you read from or write data to Google BigQuery objects associated with different projects in
different Google service accounts that resides in different regions, the mapping runs without
pushdown optimization.

When you use the data driven operation to write data to a Google BigQuery target and enable the
Disable Duplicate Update Rows target advanced property, the Secure Agent ignores the Disable
Duplicate Update Rows property.

When you read data from a Google BigQuery source that contains duplicate update keys and enable
the Disable Duplicate Update Rows target advanced property, the Secure Agent ignores the Disable
Duplicate Update Rows property.

Lookup transformation

When you configure a Lookup transformation based on a Google BigQuery source, adhere to the
following guidelines:

If there are null values in a lookup column, the mapping does not push the rows with null values to the
Google BigQuery target. However, if you run the mapping without full pushdown, the rows with null
values are written to the target.

When you specify multiple lookup conditions, ensure at least one of the lookup condition uses the
Equals operator.

Ensure that you specify the same Google BigQuery region ID for the source, lookup, and target
connection.

When you use a Lookup transformation, ensure that you select the Lookup caching enabled property
in the lookup advanced properties.
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When you use an unconnected lookup and use an Expression transformation to assign the
unconnected Lookup transformation output to a variable port, the mapping runs without pushdown
optimization.

When you use a completely parameterized lookup condition where the input parameter holds the
default value and you specify an override from the task using the parameter file, the task does not
honor the override and runs with the default value.

Functions

When you push functions to Google BigQuery, adhere to the following guidelines:

To push IS_DATE() function to Google BigQuery, you must configure the output field in the expression
transformation to a column of string data type.

When you push the IS_DATE() function to Google BigQuery and use the SS.US format argument and
specify values with the SS.MS or SS format, the IS_DATE() returns true.

When you push the IS_DATE() function to Google BigQuery and use the MON format argument and
specify values with the MONTH format, the IS_LDATE() returns true.

When you push the IS_DATE() function to Google BigQuery and use the MONTH format argument and
specify values with the MON format, the IS_DATE() returns true.

When you use Is_Number(), Is_Spaces(), and Is_Date() in an Expression transformation, the output
field type supports only integer and string data types.

When you push a function to Google BigQuery and the mapping runs without pushdown optimization,
the IS_DATE() returns Boolean values of 0 or 1 to the Google BigQuery target table. If the mappings
run with pushdown optimization, the IS_DATE() returns Boolean values of true or false to the Google
BigQuery target table.

When you specify Is_Number(), Is_Spaces(), or Is_Date() functions in an Expression transformation,
the output field type supports only integer and string data types.

To push the TO_CHAR(DATE) function to Google BigQuery, you must use the following string and
format arguments:

- YYYY
-YY

- RR

-Q

- MM

- MON

- MONTH

- DDD
- DAY
- HH12

- HH24

-SS
- SS.MS
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- 8S.US
-am
- AM
- pm
- PM

To push the TO_DATE(string, format) function to Google BigQuery, you must use the following format
arguments:

- YYYY
-YY

- RR

- MM

- MON
- MONTH
- DD

- HH12
- HH24
- Ml
-SS

- SS.MS
- SS.US
-am

- AM

- pm

- PM

To push the ADD_TO_DATE(date, format, amount) or TRUNC(date, format) function to Google
BigQuery, you must use the following format arguments:

- YYYY
-YY

- YYY

-Y

- MM

- MON

- MONTH

- DDD

- DAY
- HH

Pushdown optimization using a Google BigQuery V2 connection 37



- HH12
- HH24
- Ml

- SS

- MS

- Us

e To push the GET_DATE_PART(date, format) function to Google BigQuery, you must use the following
format arguments:

- YYYY
-YY

- YYY
-Y

- MM
- MON
- MONTH
- DD

- DDD
- DY

- DAY

- HH12
- HH24
- M
-SS
- Ms
-US

e When you push the GET_DATE_PART() function to the Google BigQuery database and specify null in
the format argument, the mapping runs without pushdown optimization.

e When you push the LAST_DAY() function to the Google BigQuery database and specify Date/Time or
Timestamp value in the date argument, the LAST_DAY() function pushes only the date values to the
Google BigQuery target. You might encounter a data mismatch when you compare a mapping that
runs with full pushdown optimization and a mapping that runs without pushdown optimization.

e To push the ROUND(DATE) function to Google BigQuery, you must use the following format
arguments:

- DD
- DDD

- DAY

- HH
- HH12
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- HH24
- M
-SS

- MS

When you push the ROUND(DATE) function to the Google BigQuery database and use NS
(nanoseconds) in the format argument, the mapping runs without pushdown or with partial pushdown
optimization.

To push the ROUND(NUMBER) function to Google BigQuery, you must use a numeric value of the
following data types:

- Decimal
- Numeric
- NULL

To push the INSTR() function to Google BigQuery, you must only define the input_field and string
arguments.

When you push the SYSTIMESTAMP() function to the Google BigQuery database, do not specify any
format arguments. If you do not specify any format arguments, the Google BigQuery database returns
the complete timestamp.

If you use a % operator in an expression transformation, the mapping converts the % operator to the
MOD() function and pushes the MOD() function to Google BigQuery.

The MOD() function supports arguments of Int64 and Numeric data types. When you push the MOD()
function to the Google BigQuery database, ensure that the format arguments are of the same data
type. You can specify the arguments in the following formats:

«MOD(Int64, Int64)
*MOD(Numeric, Numeric)

When you push the TRUNC(DATE) function to the Google BigQuery database and specify a NULL
value in the format argument, the mapping runs without pushdown optimization.

When you push the SYSDATE() function to the Google BigQuery database and the mapping runs with
pushdown optimization, the function returns the current date and time based on the time zone
associated with the Google BigQuery database.

When you push the SYSDATE() function to the Google BigQuery database and the mapping runs
without pushdown optimization, the function returns the current date and time based on the time
zone associated with the machine where the Secure Agent runs.

When you push the SUBSTR() function to the Google BigQuery database, you must specify a value of
the String data type in the string argument.
If you pass a numeric value, the mapping runs without pushdown optimization.

When you push the SUBSTR() function to the Google BigQuery database, the value of the length
argument must be an integer greater than 0.

If you specify a negative integer value for the length argument, the mapping runs without pushdown
optimization.

When you push the EXP() function to the Google BigQuery database and specify a value of the
Numeric or Double data type for the exponent argument, you might encounter a data mismatch in the
decimal values when you compare a mapping that runs with full pushdown optimization and a
mapping that runs without pushdown optimization.

When you push the RPAD() or LPAD() function to the Google BigQuery database, you must specify a
value of the String data type in the first_string argument.
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If you specify a value other than the String data type in the first_string argument, the mapping runs
without pushdown optimization.

When you push the RPAD() or LPAD() function to the Google BigQuery database and specify an empty
string in the second_string or third_string argument, the mapping runs without full pushdown.

When you push the REPLACECHR() function to the Google BigQuery database to write Numeric data
to the Google BigQuery target, you can see a data mismatch between the results when you compare a
mapping that runs with full pushdown optimization against a mapping disabled for pushdown
optimization.

If the mapping runs with full pushdown optimization, the trailing zeroes after decimal is not
considered while casting. However, if you run a mapping with disabled pushdown optimization, the
Secure Agent casts the trailing zeroes after the decimal while casting from NUMERIC to String data
types.

When you push the REPLACECHR() or REPLACESTR() function to the Google BigQuery database, the
microseconds available in the timestamp data is considered in the casted string for a mapping that
runs with full pushdown optimization.

You might encounter a data mismatch when you compare a mapping that runs with full pushdown
optimization and a mapping that runs without pushdown optimization. The microseconds are not
considered in the mapping that runs without pushdown optimization.

When you push the REPLACESTR() or REPLACECHR() function to the Google BigQuery database and
specify special characters in the format arguments in a nested function, ensure that the nested
function does not contain a single backslash. You can use a double backslash in the nested function.
You might encounter a data mismatch when you compare a mapping that runs with full pushdown
optimization and a mapping that runs without pushdown optimization when you use a double
backslash in the nested function.

When you push the REPLACESTR() or REPLACECHR() function using an Expression transformation
with the data/time data types to Google BigQuery using full pushdown optimization, the default date
format of the data/time data types returned for a mapping with pushdown optimization is YYYY-MM-
DD HH24:MI:SS.US, whereas for a mapping without pushdown optimization is MM/DD/YYYY
HH24:MI1:SS.US.

To fix the issue in a mapping without pushdown optimization, use the TO_CHAR function to return the
string date in the MM/DD/YYYY HH24:MI:SS.US format. For example, to get a similar result, use
replacechr(1, TO_CHAR(col6_date), '09','1").

When you push down the Is_Number() function for Float data types with NaN, -inf, and +inf values, the
Is_Number() function returns true.

When you push the Is_Date() function using an Expression transformation with the YYYY-MM-DD
format and data contains data types with the YYYY-MM-DD and YYYY/MM/DD formats, the Is_Date()
function returns true only for YYYYY-MM-DD. When you push the Is_Date() function with the
YYYY/MM/DD format and data contains data types with the YYYY-MM-DD and YYYY/MM/DD
formats, the Is_Date() function returns true only for YYYY/MM/DD.

When you push the Is_Number() function to process in Google BigQuery from a Secure Agent
machine on Windows, the Is_Number() function returns false for the following format: '45.45d-2"'

When you use $$$SESSSTARTTIME variable in a custom query, the variable returns the session start
time as a string value. Use the following syntax to convert the string values to timestamp or datetime:

®SELECT PARSE DATETIME ('S$m/%d/%Y %H:%M:%E6S', 'S$$SSESSSTARTTIME' ) as tl;

¢ SELECT cast (substr(cast ('$$SSSESSSTARTTIME' as string),0,19) as datetime FORMAT
'MM/DD/YYYY HH24:MI:SS') as datetime;

Ensure that the time zones of the Google BigQuery project and the agent machine are the same.
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Set partial pushdown processing to false

If you enable a mapping for full pushdown optimization and the mapping contains unsupported
transformations or functions, the mapping is partially processed.

If you do not want the mapping to be partially processed and run the mapping without pushdown
optimization, you can set the following property in the Google BigQuery V2 connection optional properties:
DisablePDOIfPartiallyPushed:true
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CHAPTER 4

Mappings for Google BigQuery V2

When you configure a mapping, you describe the flow of data from the source to the target.
A mapping defines reusable data flow logic that you can use in mapping tasks.

When you create a mapping, you define the Source, Target, and Lookup transformations to represent a
Google BigQuery V2 object. Use the Mapping Designer in Data Integration to add the Source, Target, or
Lookup transformations in the mapping canvas and configure the Google BigQuery V2 source, target, and
lookup properties.

You can use Monitor to monitor the jobs.

Custom query source type

42

You can use a custom query as a source object when you use a Google BigQuery V2 connection.

You might want to use a custom query as the source when a source object is large. You can use the custom
query to reduce the number of fields that enter the data flow. You can also create a parameter for the source
type when you design your mapping so that you can define the query in the Mapping Task wizard.

To use a custom query as a source, select Query as the source type when you configure the source
transformation and then use valid and supported SQL to define the query.

You can use legacy SQL or standard SQL to define a custom query. To define a legacy SQL custom query, you
must select the Use Legacy SQL For Custom Query option when you create a Google BigQuery V2
connection. You can unselect the Use Legacy SQL For Custom Query option to define a standard SQL custom
query.

For more information about Google BigQuery Legacy SQL functions and operators, click the following URL:

https://cloud.google.com/bigquery/docs/reference/legacy-sql

Rules and guidelines for Google BigQuery custom queries
When you configure a custom query, consider the following guidelines:

e You cannot use custom query as a source for the following configurations:
- Data filters

- Sort


https://cloud.google.com/bigquery/docs/reference/legacy-sql

¢ When you specify the SESSSTARTTIME variable in a custom query to return the current date and time, use
any of the following formats in the SELECT query:

®CAST ('$SSSESSSTARTTIME' as TIMESTAMP (0))

e SELECT PARSEiTIMESTAMP('%m/%d/%Y $H:%$M:%E6S', 'S$S$SSESSSTARTTIME' ) as tl --2022-10-06
18:53:28 UTC

®SELECT cast (substr(cast('$$S$SSESSSTARTTIME' as string),0,19) as datetime FORMAT 'MM/DD/
YYYY HH24:MI:SS') as t2;

Read modes

When you use Google BigQuery V2 Connector, you can read data by using direct mode or staging mode.

Before you choose a mode, see the Google documentation to understand the cost implications and trade-offs
for each mode.

You can read data from a Google BigQuery source by using one of the following modes:
Direct Mode

Use direct mode when the volume of data that you want to read is small. In direct mode, Google
BigQuery V2 Connector directly reads data from a Google BigQuery source. You can configure the
number of rows that you want Google BigQuery V2 Connector to read in one request.

Staging Mode
Use staging mode when you want to read large volumes of data in a cost-efficient manner.

In staging mode, Google BigQuery V2 Connector first exports the data from the Google BigQuery source
into Google Cloud Storage. After the export is complete, Google BigQuery V2 Connector downloads the
data from Google Cloud Storage into a local stage file. You can configure the local stage file directory in

the advanced source properties. Google BigQuery V2 Connector then reads the data from the local stage
file.

When you enable staging file compression, Google BigQuery V2 Connector compresses the size of the
staging file in Google Cloud Storage. Google BigQuery V2 Connector then downloads the staging file and
decompresses the staging file before it reads the file. To improve the performance and download data in
parallel, you can configure the number of threads for downloading the staging file.

If a job fails, Google BigQuery V2 Connector deletes the staging file unless you configure the task or
mapping to persist the staging file.

Optimize read performance in staging mode

You can configure Data Integration to create a flat file for staging when you read data from a Google
BigQuery source to optimize the staging performance.

You can enhance the read operation performance by setting a staging property,

INFA DTM RDR STAGING ENABLED CONNECTORS, for the Secure Agent. Data Integration first copies the data
from Google BigQuery source into a flat file located in the local staging file directory. When the staging file
contains all the data, Data Integration then processes this data read.
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Consider the following rules when you enable the staging property:
e If you run a mapping enabled for pushdown optimization, the mapping does not consider the staging
property and runs with pushdown optimization.

* When you read data of the byte data type from the Google BigQuery source, ensure that size or precision
of the binary data does not exceed more than 62914560 bytes.

e Ensure that the total size or precision of all the columns in the Google BigQuery source does not exceed
more that 125829120 bytes.

o |f the format if the staging file is CSV and you read from a single Google Big Query table with multiple
objects as the source type, the mapping runs without staging optimization.

* If you do not specify a valid path for the local staging file directory, the mapping fails and the session logs
do not display a meaningful error message.

¢ |f you run a mapping enabled for staging optimization with Google BigQuery object type and the advanced
fields are parameterized, and the Allow Parameter to be overridden at run time option is selected in the
input parameter window while adding the parameters, the mapping does not consider the staging property
and runs without staging optimization.

Enabling Google BigQuery V2 Connector to optimize the read performance
Perform the following tasks to set the staging property:

1. In Administrator, click Runtime Environments.
The Runtime Environments page appears.

2. Select the Secure Agent for which you want to set the custom configuration property.

3. Click Edit Secure Agent icon corresponding to the Secure Agent you want to edit in Actions .
The Edit Secure Agent page appears.

4. Inthe System Configuration Details section, select the Service as Data Integration Server and the type
as Tomcat.

5. Set the value of the Tomcat property INFA DTM RDR STAGING ENABLED CONNECTORS to the plugin ID of
the Google BigQuery V2 Connector.
You can find the plugin ID in the manifest file located in the following directory:

<Secure Agent installation directory>/<GoogleBigQueryV2 package>/CCIManifest
6. Click Save.
7. Restart the Secure Agent.
8. Inthe Google BigQuery V2 connection, set the UseRFC4180CSVParser: true custom property in the

Provide Optional Properties connection property.

You can check the session logs. If the flat file is created successfully, Data Integration logs the following
message in the session log: The reader is configured to run in [DTM STAGING CSV] mode.

In the Google BigQuery advanced source properties, set the read mode as staging and set the Data Format of
the staging file property to CSV.

When you enable the staging mode to read source data, you can see following message in the logs:

READER 1 1 1> SDKS 38636 [2022-07-26 14:59:29.056] Plug-in

#601601: DTM Staging is enabled for connector for Source Instance
[Source].

When you disable the staging mode to read source data, you can see following message in the logs:

READER 1 1 1> SDKS 38637 [2022-07-26
16:46:04.312] Plug-in #601601: DTM Staging is disabled for
connector for Source Instance [Source].
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Write modes

When you use Google BigQuery V2 Connector, you can write data by using bulk mode or streaming mode.
Before you choose a mode, see the Google documentation to understand the cost implications and trade-offs
for each mode.

You can write data to a Google BigQuery target by using one of the following modes:
Bulk mode
Use bulk mode when you want to write large volumes of data in a cost-efficient manner.

In bulk mode, Google BigQuery V2 Connector first writes the data to a staging file in Google Cloud
Storage. When the staging file contains all the data, Google BigQuery V2 Connector loads the data from
the staging file to the Google BigQuery target.

When you enable staging file compression, Google BigQuery V2 Connector compresses the size of the
staging file before it writes data to Google Cloud Storage. Google BigQuery V2 Connector writes the
compressed file to Google Cloud Storage and then submits a load job to the Google BigQuery target.

Note: Enabling compression reduces the time that Google BigQuery V2 Connector takes to write data to
Google Cloud Storage. However, there will be a performance degradation when Google BigQuery V2
Connector writes data from Google Cloud Storage to the Google BigQuery target.

After writing the data into the Google BigQuery target, Google BigQuery V2 Connector deletes the staging
file unless you configure the task or mapping to persist the staging file. You can choose to persist the
staging file if you want to archive the data for future reference.

If a job fails, Google BigQuery V2 Connector deletes the staging file unless you configure the task or
mapping to persist the staging file.

Streaming mode

Use streaming mode when you want the Google BigQuery target data to be immediately available for
querying and real-time analysis. Evaluate Google's streaming quota policies and billing policies before
you use streaming mode.

In streaming mode, Google BigQuery V2 Connector directly writes data to the Google BigQuery target.
Google BigQuery V2 Connector appends the data into the Google BigQuery target.

You can configure the number of rows that you want Google BigQuery V2 Connector to stream in one
request. If you want to stream a larger number of rows than the maximum permissible limit prescribed
by Google, you can write the data to multiple smaller target tables instead of one large target table. You
can create a template table based on which Google BigQuery must create multiple tables. You can define
a unique suffix for each table. Google BigQuery creates each table based on the template table and adds
the suffix to uniquely identify each table.

CDC mode

Use CDC mode only when you capture changed data from a CDC source. In CDC mode, you can configure
Google BigQuery V2 Connector to capture changed data from any CDC source and write the changed
data to a Google BigQuery target table.

Optimize the staging performance

You can configure Data Integration to create a flat file for staging when you write data to a Google BigQuery
target in bulk mode. You can set Data Integration to optimize the staging performance.

Data Integration first writes the data to a flat file located in the local staging file directory. When the staging
file contains all the data, Data Integration loads the data from the staging file to the Google BigQuery target.
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In the Google BigQuery advanced target properties, set the Local Stage File Directory property to a directory
on your local machine where you want to create the flat file and set the Data Format of the staging file
property to CSV.

When you run the mapping, the flat file is created in the local stage file directory that you specified.

Note: If you do not specify a local stage file directory, the flat file is created in the temp directory in the Linux
or Windows machine where the Secure Agent runs.

When the mapping run is completed, the Secure Agent deletes the local staging file.

Consider the following rules when you enable the staging property:

¢ If you run a mapping enabled for pushdown optimization, the mapping runs without pushdown
optimization.

¢ When the mapping writes a column of the String data type that contains null values to a column of the
String data type set to Required constraint in the Google BigQuery target table, the job fails and does not
write the data to any of the target columns.

e When you write Numeric data to the Google BigQuery target, the Numeric data in the local staging flat file
contains trailing zeroes. However, the Secure Agent writes the Numeric data correctly in the Google
BigQuery target table.

* When you write data of the Binary data type to the Google BigQuery target, ensure that size or precision of
the Binary data does not exceed more than 78643200 bytes.
Enabling Google BigQuery V2 Connector to optimize the staging performance

Perform the following tasks to set the staging property, INFA DTM STAGING ENABLED CONNECTORS, for the
Tomcat in the Secure Agent properties:

1. In Administrator, click Runtime Environments.
The Runtime Environments page appears.
2. Select the Secure Agent for which you want to set the custom configuration property.

3. Click Edit Secure Agent icon corresponding to the Secure Agent you want to edit in Actions .The Edit
Secure Agent page appears.

4. In the System Configuration Details section, select the Service as Data Integration Server and the type
as Tomcat.

5. Set the value of the Tomcat property INFA_LDTM_STAGING_ENABLED_CONNECTORS to the plugin ID of
the Google BigQuery V2 Connector.
You can find the plugin ID in the manifest file located in the following directory:

<Secure Agent installation directory>/downloads/<GoogleBigQueryV2 package>/CCIManifest

The following image shows the INFA_DTM_STAGING_ENABLED_CONNECTORS property set for the
Secure Agent:

Tomeat INFA_DTM_STAGING_ENABLED_COMNMNECTORS 601601

6. Click Save.
7. Restart the Secure Agent.

You can check the session logs. If the flat file is created successfully, Data Integration logs the following
message in the session log: INFA DTM STAGING mode is enabled for the write operation.

If you do not set the staging property, Data Integration performs staging without the optimized settings,
which might impact the performance of the task.
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Data filters

You can create simple or advanced data filters. You can also create a set of data filters for each object
included in a mapping task. Each set of data filters act independently of the other sets.

You can create simple or advanced data filters for the following data types:
e Integer

e Float

e Numeric (only if you use a Google BigQuery connection in hybrid mode )
e String

e Timestamp

Note: When you create simple or advanced data filters for columns of Numeric data type, you must ensure
that you use a Google BigQuery V2 connection in hybrid connection mode.

Simple data filters

You can create one or more simple data filters. When you create multiple simple data filters, the associated
task creates an AND operator between the filters and loads rows that apply to all simple data filters.

Advanced data filters

You can create an advanced data filter to create complex expressions that use AND, OR, or nested
conditions. The expression that you enter becomes the WHERE clause in the query used to retrieve records
from the source.

Use the following formats to define a filter field in an advanced data filter:

e <datasetName>.<tableName>.<fieldName>

e <fieldName>

Note: If the Google BigQuery dataset name begins with a number, use one of the following formats to define
a filter field in an advanced data filter:

e '<datasetName>'.<tableName>.<fieldName>

e <fieldName>

Pre-SQL and post-SQL commands

You can specify pre SQL and post SQL advanced properties for Google BigQuery sources and targets. When
you create a task in Data Integration, you can specify SQL commands in the advanced properties for a source
and target.

You can perform the following operations by using pre SQL and post SQL commands:
e SELECT

e UPDATE
e DELETE

Note: You cannot perform more than one operation with a pre SQL or post SQL command.

You can configure the options in Google BigQuery with a pre SQL or post SQL statement in the pre SQL
Configuration or post SQL Configuration advanced properties for Google BigQuery sources and targets.
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You must use the following format to specify a pre SQL configuration or a post SQL configuration:
<Optionl:Valuel,Option2:Value2,...0OptionN:ValueN>

The following table shows the configuration options and supported values that you can specify in a pre SQL
configuration or post SQL configuration:

Options Supported Values

DestinationDataset Dataset ID in Google BigQuery

DestinationTable Table name in Google BigQuery

FlattenResults True and False

UselLegacySQL True and False

WriteDisposition WRITE_TRUNCATE, WRITE_APPEND, and WRITE_LEMPTY

Note: If you perform an UPDATE or DELETE operation with a pre SQL or post SQL command, you must specify
the following parameter in the pre SQL configuration or post SQL configuration: UseLegacySQL:False

Adding multiple source objects

When you create a Source transformation, you can select Google BigQuery V2 multiple object as the source
type and then configure a join to combine the tables. You can define an advanced relationship or a query to
join the tables. You must use the standard SQL to define the query to join the tables.

1. Inthe Source transformation, click the Source Type as Multiple Objects.

2. From the Actions menu, click Add Source Object.

Properties  Preview | 5 Source O -
General Connection: (" Aut,_GBGv2_Hybrid (Google Big Quer... ¥ Wz e CaTTEE T D B E e
Source Source Type: | Myltiple Obijects .
Fields Objects and Relationships ‘5‘
Paritions ———
@ To add objects, click on Add Source Obiect... in the actions menu. I ElCB O ‘
» Query Options

3. Select the source object that you want to add from the displayed list.
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Select Source Object ®

Select a source object, then click OK. You can also search for a source object.

Auto_GBQv2_Hybrid

alldatatypes_src(Dataset_Divya) Qv Name, Label, Description, Type Search
Packages
. Select  Name Label Deseripfion Type
seard 9] Celmeny | ) GaRGE TG

Cum - )
CDCQAP @] alldatatypes_non_null @) alldatatypes_non_null
Cattelica_GATEST ®  oldoanpesse @ lldaratypes_src
Cattalica_QATEST_Writer
Dataset_SOkTables (@] alldatatypes_tgt @ alldaratypes_tgt
Datasst_Divya
Dafaset_EU O alldatatypes_tgr_10 o alldaratypes_rgt_10
Dataset_US_westd ~ I N 1 "

fatypes_tgt tatypes_fgt
Dataset_asic_sast1 o alldatatypes_tg_11 @) alldatatypes_rgi_
Dataset_asia_northeast] ~ e PN e -
~ - o Displaying 68 matching object(s).

® =

Click OK.

From the Related Objects Actions menu, select Advanced Relationship:

Properties  Preview

Source Q ﬁ

RO TS T T 0T [OUOg D ST o = e

General Source Type: Multiple Objects -

Source Objects and Relationships e
Fields Source Object Relationship

Parfifions I alldatatypes_src @) @

Add Related Objects...

» Query Options

Remove Object L

In the Advanced Relationship window, you can click Add Object to add more objects.

Advanced Relationship ®

Define the relafionship between the objects. The relationship can be a combination of different join
fypes.

Fields Relationship

* Dataset_Divya/alldatatypes_src

Add Object... Cancel
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7. Click OK.

8. Set your own conditions or specify a query to define the relationship between the tables:

Advanced Relationship ® |
- Define the relationship between the objects. The relationship can be a combination of different join
~ types.
Fields Relationship
" Dataset_Divya.alldatatypes_src® RIGHT
JOIN
: ¥ Dataset_Divya/alldatatypes_src *Dataset_Divya.masterdata_copy ™ O
*Dataset_Divya.alldatatypes_src™.Col _Siri
| | * Dataset_Divya/masterdata_copy ng= |
*Dataset_Divya.masterdata_copy ™ .Fld_Str 1
ing
ur
c - -
Add Obiject... m | Cancel
lery Opfions

Note: When you configure a join expression, select the fields and define a join condition or a query
syntax.

9. Click OK.

The following image shows an example of an advanced join condition defined between the Google
BigQuery V2 tables:

Properties  Preview = Source
Connection: Auto_GBQV2_Hybrid (Google Big Quer... ¥ View... ‘ ‘ New Connection... ‘ ‘ New Parameler...
General
Source Type: Multiple Objects -
Source
Obijects and Relationships
Fields
Partitions Source Object Relationship
Dataset_Divya/ alldatatypes_src *Dataset Divya.alldatatypes_src™ RIGHT JOIN " Dataset_Divya.masterdata_copy” ON

* Dataset_Divya.alldatatypes_src™.Col_String = * Dataset_Divya.masterdata_copy" .FId_String

Dataset_Divya/masterdata_copy

Rules and guidelines for adding multiple source objects

Consider the following rules and guidelines when you add multiple source objects:

¢ When you import multiple source tables, ensure that you use a Google BigQuery V2 connection in hybrid
mode.

e You must not import multiple source tables with the same name from different datasets.
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When you specify a cross join condition to read data from multiple Google BigQuery tables, use the
following format:
datasetname.tablename CROSS JOIN datasetname.tablename

You cannot use a self join when you add multiple source tables.

When you configure a Filter transformation, you must not apply a filter condition with the column of
Record data type in the source object.

When you configure a Joiner or Router transformation, you must not apply a condition with the column of
Record data type in the source object.

When you configure a mapping to read data from multiple sources, ensure that the source objects does
not contain columns of Record data type or Repeated columns with the same name. Otherwise, the
mapping fails with the following error:
com.google.cloud.hadoop.repackaged.bigquery.com.google.api.client.googleapis.json.
GoogleJdsonResponseException: 400 Bad Request

When you use special characters in column names for an advanced relationship, the query generated is
not valid and the mapping task fails.

When you click Add Object to add more objects in the Advanced Relationship window, the table might fail
to load or take a long time to load. If this issue occurs, import the object again.

When you specify a SQL Override query for multiple source tables, use the following format for the SQL
override query:

select ‘dataset.table’.coll AliasPrefix dataset table coll, "dataset.table’.col2
AliasPrefix dataset table col2, ‘datasetl.tablel’.coll

AliasPrefix datasetl tablel coll, "datasetl.tablel’.col2 AliasPrefix datasetl tablel col2
from ‘dataset.table’ <join condition> ‘datasetl.tablel’ ON ‘dataset.table’.col =
‘datasetl.tablel .coll where <condition>

ing dynamic schemas

You can choose how Data Integration handles changes that you make to the data object schemas. To refresh
the schema every time the mapping task runs, you can enable dynamic schema handling in the task.

A schema change includes one or more of the following changes to the data object:

Fields added, deleted, or renamed.

Fields updated for data type, precision, or scale.

Configure schema change handling on the Schedule page when you configure the task.
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The following table describes the schema change handling options:

Option Description

Asynchronous | Default. Data Integration refreshes the schema when you edit the mapping or mapping task, and
when Informatica Intelligent Cloud Services is upgraded.

Dynamic Data Integration refreshes the schema every time the task runs.

You can choose from the following options to refresh the schema:

- Alter and apply changes. Data Integration applies the following changes from the source schema
to the target schema:
- New fields: Alters the target schema and adds the new fields from the source.
- Renamed fields: Adds renamed fields as new columns in the target.
- Data type and precision updates. Not applicable for Google BigQuery V2 Connector.
- Deleted fields: Not applicable for Google BigQuery V2 Connector.

- Don't apply DDL changes. Data Integration does not apply the schema changes to the target.

- Drop current and recreate. Drops the existing target table and then recreates the target table at
runtime using all the incoming metadata fields from the source.

For more information, see the "Schema change handling" topic in Tasks in the Data Integration help.

Rules and guidelines for dynamic schema handling

Consider the following rules and guidelines when you enable dynamic schema change handling for
mappings:

¢ When you select the Alter and apply changes option on a Google BigQuery table, ensure that the table
does not contain a column of record data type or repeated column.

e Schema updates that involve a decrease in the precision of the Varchar data type is not supported.

Google BigQuery V2 sources in mappings

To read data from Google BigQuery, configure a Google BigQuery object as the Source transformation in a
mapping.

Specify the name and description of Google BigQuery source. Configure the source and advanced properties
for the source object in mappings.

The following table describes the source properties that you can configure for a Google BigQuery source:

Property Description

Connection Name of the Google BigQuery V2 source connection. Select a source connection, or click New
Parameter to define a new parameter for the source connection.

If you want to overwrite the parameter at runtime, select the Allow parameter to be overridden at run
time option when you create a parameter.

Source Type | Type of the Google BigQuery source objects available.
Select Single Object, Multiple, Query or Parameter.

Object Name of the Google BigQuery source object based on the source type selected.
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Property

Description

Parameter

A parameter file where you define values that you want to update without having to edit the task.

Select an existing parameter for the source object or click New Parameter to define a new parameter
for the source object. The Parameter property appears only if you select Parameter as the source type.

If you want to overwrite the parameter at runtime, select the Allow parameter to be overridden at run
time option when you create a parameter. When the task runs, the agent uses the parameters from the
file that you specify in the task advanced session properties.

Query

Click on Define Query and enter a valid custom query.
The Query property appears only if you select Query as the source type.
You can parameterize a custom query object at runtime in a mapping.

Select the source advanced property Use EXPORT DATA Statement to stage to use the ORDER BY
clause in a custom query in staging mode.

Filter

Configure a simple filter or an advanced filter to remove rows at the source. You can improve
efficiency by filtering early in the data flow.

A simple filter includes a field name, operator, and value. Use an advanced filter to define a more
complex filter condition, which can include multiple conditions using the AND or OR logical operators.

The following table describes the advanced properties that you can configure for a Google BigQuery source:

Property Description
Source Optional. Overrides the Google BigQuery dataset name that you specified in the Source
Dataset ID transformation.

Source Table
Name

Optional. Overrides the Google BigQuery table name that you specified in the Source transformation.

Rows to Read

Source Optional. Overrides the Google BigQuery staging dataset name that you specified in the connection
Staging and the Source Dataset ID source advanced property.

Dataset

Number of Specifies the number of rows to read from the Google BigQuery source table.

Allow Large
Results

Determines whether Google BigQuery V2 Connector must produce arbitrarily large result tables to
query large source tables.

If you select this option, you must specify a destination table to store the query results.

Query Results

Required if you select the Allow Large Results option.

Table Name Specifies the destination table name to store the query results. If the table is not present in the
dataset, Google BigQuery V2 Connector creates the destination table with the name that you specify.

Job Poll The number of seconds after which Google BigQuery V2 Connector polls the status of the read job

Interval in operation.

Seconds

Default is 10.

Google BigQuery V2 sources in mappings
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Property

Description

Read Mode Specifies the read mode to read data from the Google BigQuery source.

You can select one the following read modes:

- Direct. In direct mode, Google BigQuery V2 Connector reads data directly from the Google
BigQuery source table.

Note: When you use hybrid and complex connection mode, you cannot use direct mode to read
data from the Google BigQuery source.

- Staging. In staging mode, Google BigQuery V2 Connector exports data from the Google BigQuery
source into Google Cloud Storage. After the export is complete, Google BigQuery V2 Connector
downloads the data from Google Cloud Storage into the local stage file and then reads data from
the local stage file.

Default is Direct mode.

Use EXPORT Indicates whether to support ORDER BY clause in a custom query or SQL Override Query.
DATA

Statement to
stage

This property applies to staging mode.

Number of Specifies the number of files that Google BigQuery V2 Connector downloads at a time to enable
Threads for parallel download.

Downloading | Thjs property applies to staging mode.

Staging Files

Local Stage Specifies the directory on your local machine where Google BigQuery V2 Connector stores the Google

File Directory

BigQuery source data temporarily before it reads the data.
This property applies to staging mode.

Staging File
Name

Name of the staging file where data from the Google BigQuery source table is exported to Google
Cloud Storage.

This property applies to staging mode.

Data Format
of the staging
file

Specifies the data format of the staging file. You can select one of the following data formats:
- Avro

- JSON (Newline Delimited). Supports flat and record data with nested and repeated fields.

- CSV. Supports flat data.

Note: In a .csv file, columns of the Timestamp data type are represented as floating point numbers
that cause the milliseconds value to differ.
- Parquet

This property applies to staging mode.

Enable
Staging File
Compression

Indicates whether to compress the size of the staging file in Google Cloud Storage before Google
BigQuery V2 Connector reads data from the staging file.

You can enable staging file compression to reduce cost and transfer time.
This property applies to staging mode.

Persist Indicates whether Google BigQuery V2 Connector must persist the staging file after it reads data
Extract from the staging file.
itf?gmg File By default, Google BigQuery V2 Connector deletes the staging file.
er
Download
Persist Indicates whether Google BigQuery V2 Connector must persist the query results table after it reads
Destination data from the query results table.
Table

By default, Google BigQuery V2 Connector deletes the query results table.
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Property

Description

pre SQL SQL statement that you want to run before reading data from the source.
For example, if you want to select records in the database before you read the records from the table,
specify the following pre SQL statement:
SELECT * FROM [api-project-80697026669:EMPLOYEE.DEPARTMENT] LIMIT 1000;

pre SQL Specify a pre SQL configuration.

Configuration

For example,
DestinationTable:PRESQL SRC,DestinationDataset:EMPLOYEE,
FlattenResults:False,WriteDisposition:WRITE TRUNCATE, UseLegacySql:False

post SQL SQL statement that you want to run after reading data from the source.
For example, if you want to update records in a table after you read the records from a source table,
specify the following post SQL statement:
UPDATE [api-project-80697026669.EMPLOYEE.PERSONS TGT DEL]
SET phoneNumber.number=1000011, phoneNumber.areaCode=100 where fullname='John
Doe'

post SQL Specify a post SQL configuration.

Configuration

For example,

DestinationTable:POSTSQL SRC,DestinationDataset:EMPLOYEE,
FlattenResults:True,WriteDisposition:WRITE TRUNCATE,UseLegacySql:False

SQL Override Overrides the default SQL query used to read data from the Google BigQuery source.

Query Note: When you specify SQL override query, you must specify a dataset name in the Source Dataset
ID advanced source property.
Ensure that the list of selected columns, data types, and the order of the columns that appear in the
query matches the columns, data types, and order in which they appear in the source object.
Ensure that you only map all the columns in the SQL override query to the target.
Select the source advanced property Use EXPORT DATA Statement to stage to use the ORDER BY
clause in a SQL Override Query in staging mode. When staging optimization is enabled in a mapping,
the columns mapped in the SQL Override Query must match the columns in the source object.

Use Legacy Indicates that the SQL Override query is specified in legacy SQL.

gQL f%r sQL Use the following format to specify a legacy SQL query for the SQL Override Query property:

verride

SELECT <Coll, Col2, Col3> FROM [projectID:datasetID.tableName]

Clear this option to define a standard SQL override query.

Use the following format to specify a standard SQL query for the SQL Override Query property:
SELECT * FROM “projectID.datasetID.tableName"
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Property Description

Retry Options | Comma-separated list to specify the following retry options:

Retry Count. The number of retry attempts to read data from Google BigQuery.

Retry Interval. The time in seconds to wait between each retry attempt.

Retry Exceptions. The list of exceptions separated by pipe (|) character for which the retries are
made.

Use the following format to specify the retry options:
For example,

RetryCount:5,RetryInterval:1,RetryExceptions:java.net.ConnectException|
java.ilo.IOException

Note: The retry options are available for preview. Preview functionality is supported for evaluation
purposes but is unwarranted and is not production-ready. Informatica recommends that you use in
non-production environments only. Informatica intends to include the preview functionality in an
upcoming release for production use, but might choose not to in accordance with changing market or
technical circumstances. For more information, contact Informatica Global Customer Support. To
use the functionality, your organization must have the appropriate licenses.

Billing Project | The project ID for the Google Cloud project that is linked to an active Google Cloud Billing account
ID where the Secure Agent runs the query.

If you do not specify a value for the Billing Project ID property, the Secure Agent runs the query in
the Google Cloud project that contains the Google BigQuery objects based on the Project ID value
specified in the Google BigQuery V2 connection.

You can set the tracing level in the advanced properties session to determine the amount of details that logs
contain.

The following table describes the tracing levels that you can configure:

Property Description

Terse The Secure Agent logs initialization information, error messages, and notification of rejected data.

Normal The Secure Agent logs initialization and status information, errors encountered, and skipped rows
due to transformation row errors. Summarizes session results, but not at the level of individual
rows.

Verbose In addition to normal tracing, the Secure Agent logs additional initialization details, names of index

Initialization and data files used, and detailed transformation statistics.

Verbose Data In addition to verbose initialization tracing, the Secure Agent logs each row that passes into the
mapping. Also notes where the Secure Agent truncates string data to fit the precision of a column
and provides detailed transformation statistics.

When you configure the tracing level to verbose data, the Secure Agent writes row data for all rows
in a block when it processes a transformation.

Google BigQuery V2 lookups in mappings

You can create lookups for objects in a Google BigQuery V2 mapping. You can retrieve data from a Google
BigQuery V2 lookup object based on the specified lookup condition.

When you configure a lookup in a Google BigQuery V2 mapping, you select the lookup connection and lookup
object. You also define the behavior when a lookup condition returns more than one match.

56 Chapter 4: Mappings for Google BigQuery V2



You can use the = (Equal to) and != (Not equal to) operators in a lookup condition.

You can add the following lookups to a Google BigQuery object when you configure field mappings in a
mapping task:

e Connected with cached or uncached
e Unconnected with cached
e Dynamic lookup cache

Note: You cannot configure an uncached lookup for a lookup object that uses a Google BigQuery V2
connection in complex connection mode.

The following table describes the Google BigQuery V2 lookup object properties that you can configure in a
Lookup transformation:

Property Description
Connection Name of the lookup connection.
Source Type Type of the source object. Select Single Object or Parameter.

Lookup Object Name of the Google BigQuery lookup object for the mapping.

Multiple Matches | Behavior when the lookup condition returns multiple matches. You can return all rows, any row,
the first row, the last row, or an error.

You can select from the following options in the lookup object properties to determine the
behavior:

- Return first row

- Return last row

- Return any row
- Return all rows
- Report error

The following table describes the Google BigQuery V2 lookup object advanced properties that you can
configure in a Lookup transformation with caching enabled:

Property Description
Source Optional. Overrides the Google BigQuery dataset name that you specified in the connection.
Dataset ID

Source Table Optional. Overrides the Google BigQuery table name that you specified in the Lookup transformation.
Name

Number of Specifies the number of rows to read from the Google BigQuery source table.
Rows to Read

Allow Large Determines whether Google BigQuery V2 Connector creates arbitrarily large result tables to query
Results large source tables.

If you select this option, you must specify a destination table to store the query results.

Query Results | Required if you select the Allow Large Results option.

Table Name Specifies the destination table name to store the query results. If the table is not available in the
dataset, Google BigQuery V2 Connector creates the destination table with the name that you specify.
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Property

Description

Job Poll The number of seconds after which Google BigQuery V2 Connector polls the status of the read job
Interval in operation.

Seconds Default is 10.

Read Mode Specifies the read mode to read data from the Google BigQuery source.

You can select one the following read modes:

- Direct. In direct mode, Google BigQuery V2 Connector reads data directly from the Google
BigQuery source table.

Note: When you use hybrid and complex connection mode, you cannot use direct mode to read
data from the Google BigQuery source.

- Staging. In staging mode, Google BigQuery V2 Connector exports data from the Google BigQuery
source into Google Cloud Storage. After the export is complete, Google BigQuery V2 Connector
downloads the data from Google Cloud Storage into the local stage file and then reads data from
the local stage file.

Default is Direct mode.

Number of Specifies the number of files that Google BigQuery V2 Connector downloads at a time to enable
Threads for parallel download.

Downloading | Thjs property applies to staging mode.

Staging Files

Local Stage Specifies the directory on your local machine where Google BigQuery V2 Connector stores the Google

File Directory

BigQuery source data temporarily before it reads the data.
This property applies to staging mode.

Staging File
Name

Name of the staging file where data from the Google BigQuery source table is exported to Google
Cloud Storage.

This property applies to staging mode.

Data Format
of the staging
file

Specifies the data format of the staging file. You can select one of the following data formats:
- Avro

- JSON (Newline Delimited). Supports flat and record data with nested and repeated fields.

- Parquet

- CSV. Supports flat data.

Note: In a .csv file, columns of the Timestamp data type are represented as floating point numbers
that cause the milliseconds value to differ.

This property applies to staging mode.

Enable
Staging File
Compression

Indicates whether to compress the size of the staging file in Google Cloud Storage before Google
BigQuery V2 Connector reads data from the staging file.

You can enable staging file compression to reduce cost and transfer time.
This property applies to staging mode.

Persist Indicates whether Google BigQuery V2 Connector must persist the query results table after it reads
Destination data from the query results table.

Table By default, Google BigQuery V2 Connector deletes the query results table.

pre SQL SQL statement that you want to run before reading data from the source.

For example, if you want to select records in the database before you read the records from the table,
specify the following pre SQL statement:

SELECT * FROM [api-project-80697026669:EMPLOYEE.DEPARTMENT] LIMIT 1000;
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Property

Description

pre SQL
Configuration

Specify a pre SQL configuration.

For example,

DestinationTable:PRESQL SRC,DestinationDataset:EMPLOYEE,
FlattenResults:False,WriteDisposition:WRITE TRUNCATE, UseLegacySql:False

post SQL SQL statement that you want to run after reading data from the source.
For example, if you want to update records in a table after you read the records from a source table,
specify the following post SQL statement:
UPDATE [api-project-80697026669.EMPLOYEE.PERSONS TGT DEL]
SET phoneNumber.number=1000011, phoneNumber.areaCode=100 where fullname='John
Doe'

post SQL Specify a post SQL configuration.

Configuration

For example,

DestinationTable:POSTSQL SRC,DestinationDataset:EMPLOYEE,
FlattenResults:True,WriteDisposition:WRITE TRUNCATE,UseLegacySql:False

SQL Override Overrides the default SQL query used to read data from the Google BigQuery source.

Query When you specify SQL override query, you must specify a dataset name in the Source Dataset ID
advanced source property.
Ensure that the list of selected columns, data types, and the order of the columns that appear in the
query matches the columns, data types, and order in which they appear in the source object.
Ensure that you only map all the columns in the SQL override query to the target.

Use Legacy Indicates that the SQL Override query is specified in legacy SQL.

gQL f%r sQL Use the following format to specify a legacy SQL query for the SQL Override Query property:

verride

SELECT <Coll, Col2, Col3> FROM [projectID:datasetID.tableName]

Clear this option to define a standard SQL override query.

Use the following format to specify a standard SQL query for the SQL Override Query property:
SELECT * FROM 'projectID.datasetID.tableName'

Retry Options

Comma-separated list to specify the following retry options:
Retry Count. The number of retry attempts to read data from Google BigQuery.
Retry Interval. The time in seconds to wait between each retry attempt.
Retry Exceptions. The list of exceptions separated by pipe (|) character for which the retries are
made.

Use the following format to specify the retry options:
For example,

RetryCount:5,RetryInterval:1,RetryExceptions:java.net.ConnectException]|
java.io.IOException

Note: The retry options are available for preview. Preview functionality is supported for evaluation
purposes but is unwarranted and is not production-ready. Informatica recommends that you use in
non-production environments only. Informatica intends to include the preview functionality in an
upcoming release for production use, but might choose not to in accordance with changing market or
technical circumstances. For more information, contact Informatica Global Customer Support. To
use the functionality, your organization must have the appropriate licenses.
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Unconnected lookup transformation

You can configure an unconnected Lookup transformation for the Google BigQuery source in a mapping. Use
the Lookup transformation to retrieve data from Google BigQuery based on a specified lookup condition.

An unconnected Lookup transformation is a Lookup transformation that is not connected to any source,
target, or transformation in the pipeline.

An unconnected Lookup transformation receives input values from the result of a :LKP expression in another
transformation. The Integration Service queries the lookup source based on the lookup ports and condition in
the Lookup transformation and passes the returned value to the port that contains the :LKP expression.

The :LKP expression can pass lookup results to an expression in another transformation.

Note: You cannot configure a uncached unconnected Lookup transformation for the Google BigQuery source
in a mapping.

For more information about the Lookup transformation, see Transformations.

Configuring an unconnected lookup transformation

To configure an unconnected Lookup transformation, select the Unconnected Lookup option, add incoming
fields, configure the lookup condition, and designate a return value. Then configure a lookup expression in a
different transformation.

1. Add a Lookup transformation in a mapping.
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2.

On the General tab of the Lookup transformation, enable the Unconnected Lookup option.

Terget
Source Expression
- i
Aggregoior

=
=]
B—

Cleanze

I}EI U_Lkp_GBQw2
Doto Mesking

x!

Exprassion

Yy

Filier

(-]

Properfies B U_lkp_GBGw2

General Name:* U_Lkp_GBGw2

Descripfion:
ncoming Fields a

Lookup Object
Lookup Conditi
Perup endiion Unconnected L-:-:k.up

Return Fields

Advanced

On the Incoming Fields tab of the Lookup transformation, create an incoming field for each argument in

the :LKP expression.

For each lookup condition you create, add an incoming field to the Lookup transformation.

Properfies B U_lkp_GBGw2

ncoming Field: Mot Parameterized

General

Incoming Fields Incoming Fields

Field Mame
Laokup Object

SRC _slne
Lackup Condition

Return Fields

Advanced
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4. Inthe Lookup Object tab, import the lookup object.

Properties B U_lkp_GBGw2

* Lookup Object Details

General

Incoming Fields Connectin: d_gha_v2_Simpple [Google Big Quary .. ¥ | | View.. @, N e
Lockup Object Source Type: Single Object v

Lookup Condition Lookup Gbject =d_gbq ds/sd_mul O | Sedect. Praviaw Data.

Rtorn Folde Multiple Matches: [ Rararn amy row .

Advanced

» Advanced

The Multiple Matches property value Return all rows in an unconnected lookup is not supported.
5. Designate a return value.

You can pass multiple input values into a Lookup transformation and return one column of data. Data
Integration returns one value from the lookup query. Use the return field to specify the return value.

Properties B U_Lkp_GBGQv2

Generol Leckup Condition Simple v
Incoming Fields Leckup Cenditions
Laokup Object Lookup Field Operator Incoming Field
sokup Objec
sno - SRC sl

Lockup Condition
Return Fields

Advanced

6. Configure a lookup expression in another transformation.

Provide input values for an unconnected Lookup transformation from a :LKP expression in a
transformation that uses an Expression transformation. The arguments are local input fields that match
the Lookup transformation input fields used in the lookup condition.

Field Expression: Result_Final( string, 50, 0 ) ®

ol i e e e

Expression Mot Parameterizad v
Fields | Expression Validate
SRC_slno il
e [SRC_m 1+5RC_m2]>170
—nams :LKP.U_Lkp_GBQv2(SRC_slno)| | " is passed with this marks’,
SRC_m1 Failed'
SRC_m2 !

@ Kl

7. Map the fields with the target.
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Enabling lookup caching

When you configure a Lookup transformation in a mapping, you can cache the lookup data during the runtime
session.

When you select Lookup Caching Enabled, Data Integration queries the lookup source once and caches the
values for use during the session, which can improve performance. You can specify the directory to store the
cached lookup.

Lookup Cache Persistent

Use lookup cache persistent to save the lookup cache file to reuse it the next time Data Integration
processes a Lookup transformation configured to use the cache.

You can specify the file name prefix to use with persistent lookup cache files in the Cache File Name
Prefix field.

If the lookup table changes occasionally, you can enable the Re-cache from Lookup Source property to
rebuild the lookup cache.

Dynamic Lookup Cache

Use a dynamic lookup cache to keep the lookup cache synchronized with the target. By default, the
dynamic lookup cache is disabled and represents static cache.

If the cache is static, the data in the lookup cache does not change as the mapping task runs.

If the task uses the cache multiple times, the task uses the same data. If the cache is dynamic, the task
updates the cache based on the actions in the task, so if the task uses the lookup multiple times,
downstream transformations can use the updated data.

For information about lookup caching, see Transformations in the Data Integration documentation.

Google BigQuery V2 targets in mappings

To write data to a Google BigQuery target, configure a Google BigQuery object as the Target transformation
in a mapping.

Specify the name and description of Google BigQuery target. Configure the target and advanced properties
for the target object in mappings.

The following table describes the target properties that you can configure for a Google BigQuery target:

Property Description

Connection Name of the Google BigQuery V2 target connection. Select a target connection or click New
Parameter to define a new parameter for the target connection.
If you want to overwrite the parameter at runtime, select the Allow parameter to be overridden at run

time option when you create a parameter. When the task runs, the agent uses the parameters from
the file that you specify in the task advanced session properties.

Target Type Type of the Google BigQuery target objects available.

You can write data to a single or multiple Google BigQuery target objects. You can also parameterize
the object.
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Property

Description

Parameter

Select an existing parameter for the target object or click New Parameter to define a new parameter
for the target object. The Parameter property appears only if you select Parameter as the target
type.

If you want to overwrite the parameter at runtime, select the Allow parameter to be overridden at run
time option when you create a parameter. When the task runs, the agent uses the parameters from
the file that you specify in the task advanced session properties.

Does not apply when you perform a data driven operation.

Object

Name of the Google BigQuery target object based on the target type selected.

Create New at

Creates a target.

Runtime Enter a name for the target object and path for the target object and select the source fields that you
want to use. By default, all source fields are used.
You must specify a valid dataset ID for the Path attribute.
The target name can contain alphanumeric characters. You cannot use special characters in the file
name except the underscore character (_).
You cannot parameterize the target at runtime.
Operation You can select one the following operations:
- Insert
- Update
- Upsert (Update or Insert)
- Delete
- Data Driven
Note: If you use complex connection mode, you cannot configure update, upsert, and delete
operations.
Data Driven Flags rows for an insert, update, delete, or reject operation based on the data driven expression you
Condition specify.
You must specify the data driven condition for non-CDC sources. For CDC sources, you must leave
the field empty as the rows in the CDC source tables are already marked with the operation types.
Note: Appears only when you select Data Driven as the operation type.
Update Specifies the temporary primary key columns to update, upsert or delete target data. If the Google
Columns BigQuery target does not include a primary key column, and the mapping performs an update, upsert,

or delete task operation, click Add to add a temporary key.
You can select multiple columns. By default, no columns are specified.

The following table describes the advanced properties that you can configure for a Google BigQuery target:

Property Description

Target Optional. Overrides the Google BigQuery dataset name that you specified in the connection.
Dataset ID

UpdateMode Determines the mode that the Secure Agent uses to update rows in the Google BigQuery target.

You can select one of the following modes:

- Update As Update. The Secure Agent updates all rows flagged for update if the entries exist.

- Update Else Insert. The Secure Agent first updates all rows flagged for update if the entries exist
in the target. If the entries do not exist, the Secure Agent inserts the entries.

Default is Update as Update.
Not applicable when you perform a data driven operation.
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Property Description

Enable Data Implements data driven operation to honor flagged rows for an insert, update, delete, or reject
Driven operation based on the data driven condition.

Select this option when you select Data Driven as the target operation.

Enable Merge | Implements the Merge query to perform an update, upsert, delete or data driven operation on a
Google BigQuery target table.

If you select the Enable Data Driven property, you must select this option.
Default is not selected.

Use Default Applicable when the selected data format for the staging file is CSV when the mapping contains
Column unconnected ports. Includes the default column values for the unconnected port from the staging file
Values to create the target. This is applicable when you have defined the default constraint value in the

Google BigQuery source column. When you do not enable this option, the agent creates a target only
with the connected ports. The agent populates null or empty strings for unconnected ports.

Update Optional. Overrides the update SQL statement that the Secure Agent generates to update the Google
Override BigQuery target.

Use the following format to define an update override query:
UPDATE ‘"<project name>.<dataset name>.<table name>' as <alias name>

SET <alias name>.<col namel>=:<temp table>.<col namel>,
<alias name>.<col name2>=:<temp table>.<col name2> FROM
<dataset name>.:<temp table> WHERE <conditional expression>
For example,

UPDATE ‘projectl.custdataset.cust tablel’ as ab SET
ab.fld str=:custtemp.fld str, ab.fld int=:custtemp.fld int FROM
custdataset.:custtemp WHERE ab.fld string req = :custtemp.fld string req

Not applicable when you perform a data driven operation.

Target Table Optional. Overrides the Google BigQuery target table name that you specified in the Target
Name transformation.

Note: If you specify an update override query, Google BigQuery V2 Connector ignores this property.

Target Optional. Overrides the Google BigQuery staging dataset name that you specified in the connection
Staging and the Target Dataset ID target advanced property.

Dataset

Create Specifies whether Google BigQuery V2 Connector must create the target table if it does not exist.
Disposition You can select one of the following values:

- Create if needed. If the table does not exist, Google BigQuery V2 Connector creates the table.
- Create never. If the table does not exist, Google BigQuery V2 Connector does not create the table
and displays an error message.

Create disposition is applicable only when you perform an insert operation on a Google BigQuery
target.
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Property Description
Write Specifies how Google BigQuery V2 Connector must write data in bulk mode if the target table already
Disposition exists.

You can select one of the following values:

Write append. If the target table exists, Google BigQuery V2 Connector appends the data to the
eX|st|ng data in the table.

- Write truncate. If the target table exists, Google BigQuery V2 Connector overwrites the existing
data in the table.

- Write empty. If the target table exists and contains data, Google BigQuery V2 Connector displays
an error and does not write the data to the target. Google BigQuery V2 Connector writes the data to
the target only if the target table does not contain any data.

Write disposition is applicable for bulk mode.

Write disposition is applicable only when you perform an insert operation on a Google BigQuery

target.

Write Mode Specifies the mode to write data to the Google BigQuery target.

You can select one of the following modes:

Bulk. Google BigQuery V2 Connector first writes the data to a staging file in Google Cloud Storage.
When the staging file contains all the data, Google BigQuery V2 Connector loads the data from the
staging file to the BigQuery target. Google BigQuery V2 Connector then deletes the staging file
unless you configure the task to persist the staging file.

- Streaming’. Google BigQuery V2 Connector directly writes data to the BigQuery target. Google
BigQuery V2 Connector writes the data into the target row by row.

- CDC". Applies only when you capture changed data from a CDC source. In CDC mode, Google
BigQuery V2 Connector captures changed data from any CDC source and writes the changed data
to a Google BigQuery target table.

Default is Bulk mode.

Streaming mode is not applicable when you perform a data driven operation.

Streaming Specify the suffix to add to the individual target tables that Google BigQuery V2 Connector creates
Template based on the template target table.
Table Suffix This property applies to streaming mode.

If you select the Enable Merge option, Google BigQuery V2 Connector ignores this property.

Streaming mode is not applicable when you perform a data driven operation.

Rows per Specifies the number of rows that Google BigQuery V2 Connector streams to the BigQuery target for
Streaming each request.
Request Default is 500 rows.

The maximum row size that Google BigQuery V2 Connector can stream to the Google BigQuery target

for each request is 10 MB.

This property applies to streaming mode.

Streaming mode is not applicable when you perform a data driven operation.

Staging file Name of the staging file that Google BigQuery V2 Connector creates in the Google Cloud Storage
name before it loads the data to the Google BigQuery target.

This property applies to bulk mode.
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Property

Description

Data Format
of the staging
file

Specifies the data format of the staging file. You can select one of the following data formats:
- Avro

- JSON (Newline Delimited). Supports flat and record data with nested and repeated fields.

- Parquet

- CSV. Supports flat data.

Note: In a .csv file, columns of the Timestamp data type are represented as floating point numbers
that cause the milliseconds value to differ.

This property applies to bulk and CDC mode.
Avro and parquet format is not applicable when you perform a data driven operation.

Persist
Staging File
After Loading

Indicates whether Google BigQuery V2 Connector must persist the staging file in the Google Cloud
Storage after it writes the data to the Google BigQuery target. You can persist the staging file if you
want to archive the data for future reference.

By default, Google BigQuery V2 Connector deletes the staging file in Google Cloud Storage.
This property applies to bulk mode.

Enable
Staging File
Compression

Select this option to compress the size of the staging file before Google BigQuery writes the data to
the Google Cloud Storage and decompress the staging file before it loads the data to the Google
BigQuery target.

You can enable staging file compression to reduce cost and transfer time.

Job Poll The number of seconds after which Google BigQuery V2 Connector polls the status of the write job
Interval in operation.

Seconds Default is 10.

Number of The number of files that Google BigQuery V2 Connector must create to upload the staging file in bulk
Threads for mode.

Uploading

Staging file

Local Stage Specifies the directory on your local machine where Google BigQuery V2 Connector stores the files

File Directory

temporarily before writing the data to the staging file in Google Cloud Storage.
This property applies to bulk mode.

Allow Quoted | Indicates whether Google BigQuery V2 Connector must allow the quoted data sections with newline
Newlines character in a .csv file.
Field Indicates whether Google BigQuery V2 Connector must allow field separators for the fields in a .csv
Delimiter file.
Quote Specifies the quote character to skip when you write data to Google BigQuery. When you write data to
Character Google BigQuery and the source table contains the specified quote character, the task fails. Change
the quote character value to a value that does not exist in the source table.
Default is double quotes.
Allow Jagged | Indicates whether Google BigQuery V2 Connector must accept the rows without trailing columns in
Rows a .csv file.
Pre SQL SQL statement that you want to run before writing data to the target.

For example, if you want to select records from the database before you write the records into the
table, specify the following pre-SQL statement:

SELECT * FROM 'api-project-80697026669.EMPLOYEE.RegionNation' LIMIT 1000
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Property

Description

Pre SQL
Configuration

Specify a pre-SQL configuration.
For example,

DestinationTable:PRESQL TGT2,DestinationDataset:EMPLOYEE,
FlattenResults:False,WriteDisposition:WRITE TRUNCATE,UseLegacySql:False

Post SQL SQL statement that you want to run after writing the data into the target.
For example, if you want to update records in a table after you write the records into the target table,
specify the following post-SQL statement:
UPDATE [api-project-80697026669.EMPLOYEE.PERSONS TGT DEL]
SET phoneNumber.number =1000011, phoneNumber.areaCode=100 where
fullname="'John Doe'
Suppress Indicates whether the Secure Agent must abort the post-SQL query execution in case the task fails to
post SQL on write data to the Google BigQuery target table due to errors.
Error Default is not selected.
Post SQL Specify a post-SQL configuration.

Configuration

For example,
DestinationTable:POSTSQL SRC,DestinationDataset:EMPLOYEE,
FlattenResults:True,UselegacySQL:False

Truncate
target table

Truncates the Google BigQuery target table before loading data to the target.
Default is not selected.

Allow
Duplicate
Inserts’

Applicable when the selected data format for the staging file is CSV when the mapping contains both
connected and unconnected ports.

Includes the values from the connected ports and considers the default column values from the
unconnected ports from the staging file while loading to the target. If the ports are unconnected, the
agent considers the default value only if you have defined the default constraint value in the Google
BigQuery target table.

When you do not enable the Use Default Column Values option, the agent populates the target with
values from the connected ports.

This property doesn't apply when you create a new target at runtime. Also, when the selected write
disposition selected is Write Truncate, the agent removes the field from the target table that is not
part of the schema and removes the default constraint for the target column.

Disable
Duplicate
Update Rows

Determines if multiple incoming rows attempt to update the same target row, the Secure Agent must
process only one of the incoming rows and ignore the rest of the incoming rows.

Select this option to configure the mapping to process only one of the incoming rows and ignore the
rest of the incoming rows.

Default is not selected.

Forward
Rejected
Rows

Applicable only when you configure DD_REJECT constant in the data driven condition to reject all the
rows.

Otherwise, this property is not applicable for Google BigQuery V2 Connector.

Billing Project
ID

The project ID for the Google Cloud project that is linked to an active Google Cloud Billing account
where the Secure Agent runs the query.

If you do not specify a value for the Billing Project ID property, the Secure Agent runs the query in the
Google Cloud project that contains the Google BigQuery objects based on the Project ID value
specified in the Google BigQuery V2 connection.
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Mapping tasks with CDC sources

You can use Google BigQuery V2 Connector to capture changed data from any CDC source and write the
changed data to a Google BigQuery target. Add the CDC sources in mappings, and then run the associated
mapping tasks to write the changed data to the target. When you capture changed data from a CDC source,
you can only configure a single Google BigQuery V2 target transformation in a mapping. You can configure
multiple Google BigQuery V2 targets to write changed data from a CDC source. You can configure multiple
pipelines in a mapping to write changed data from multiple CDC sources to multiple Google BigQuery V2
targets.

When the mapping task processes the changed data from a CDC source such as Oracle Express CDC V2,
Google BigQuery V2 Connector creates a state table and a staging table in Google BigQuery. When the
changed data is received from the CDC source, Google BigQuery V2 Connector uploads the changed data to
the staging table. Then, it generates a Job_1d and writes the Job_Id to the state table along with the restart
information. Google BigQuery V2 Connector then merges the stage table with the actual target table in
Google BigQuery.

Each time you run the mapping task, Google BigQuery V2 Connector creates the state table, if it does not
exist, to store the state information. Google BigQuery V2 Connector uses the following naming convention for
the state table name:

state table cdc <MappingTaskID> <UniqueldentifierForTargetInstance(s)>
Similarly, Google BigQuery V2 Connector uses the following naming convention for the staging table name:

staging table cdc <MappingTaskID> <TargetInstanceName>

Mapping tasks with CDC sources example

Your organization needs to replicate real-time changed data from a mission-critical production system to
minimize intrusive, non-critical work, such as offline reporting or analytical operations system. You can use
Google BigQuery V2 Connector to capture changed data from any CDC source and write the changed data to
a Google BigQuery target. Add the CDC sources in mappings, and then run the associated mapping tasks to
write the changed data to the target.

1. In Data Integration, click New > Mapping > Create.

The New Mapping dialog box appears.

Enter a name and description for the mapping.

On the Source transformation, specify a name and description in the general properties.

On the Source tab, select any configured CDC connection and specify the required source properties.

On the Target transformation, specify a name and description in the general properties.

o U M w DN

On the Target tab, perform the following steps to configure the target properties:
a. Inthe Connection field, select the Google BigQuery V2 connection.

b. Inthe Target Type field, select the type of the target object.

c. Inthe Object field, select the required target object.

d. Inthe Operation field, select Data Driven to properly handle insert, update, and delete records from
the source.

e. Inthe Data Driven Condition field, leave the field empty.

f.  In the Update Column field, select the key columns to upsert or update data to or delete data from
Google BigQuery.
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11.

12.

In the Advanced Properties section, you must select CDC in the Write Mode property.
You can only configure the following advanced target properties for CDC mode:

e Target Dataset ID

e Target Table Name

e Job Poll Interval in Seconds

e PreSQL

e Pre SQL Configuration

e Post SQL

e Post SQL Configuration

On the Field Mapping tab, map the incoming fields to the target fields. You can manually map an
incoming field to a target field or automatically map fields based on the field names.

In the Actions menu, click New Mapping Task.

The New Mapping Task page appears.

In the Definition tab, enter the task name and select the configured mapping.

In the CDC Runtime tab, specify the required properties for the selected CDC source.

For more information about the CDC Runtime properties, see the source properties for the selected CDC
source.

In the Schedule tab, add the following properties in the Advanced Session Properties section:

a. Inthe Commit on End of File field, select the value of the property as No.

b. Inthe Recovery Strategy field, select the value of the property as Resume from last checkpoint.
Click Save > Run the mapping task.

Alternatively, you can create a schedule that runs the mapping task on a recurring basis without manual
intervention. You can define the schedule to minimize the time between mapping task runs.

In Monitor, you can monitor the status of the logs after you run the task.

Rules and guidelines for Google BigQuery V2 CDC target

Consider the following guidelines when working with a Google BigQuery V2 change data capture (CDC)
target:

Informatica recommends that the Secure Agent, the CDC source, and PowerExchange for CDC are
configured in the same region as Google BigQuery.

To increase performance and avoid run-time environment memory issues, increase the Java heap size in
the JVM option for type DTM. Set JVMOption1 to -Xmx1024m in the System Configuration Details section
of the Secure Agent and restart the Secure Agent.

To improve performance, specify a higher commit interval for the Maximum Rows Per Commit property
on the CDC Runtime page in the mapping task wizard. However, in case of failure, recovery takes more
time for a higher commit interval.

You must define a column as required in the Google BigQuery target table.

If you define a column as required in the Google BigQuery target table, you must map a column in the CDC
source to the required column in the Google BigQuery target in the mapping.

When you use a Google BigQuery V2 connection in complex mode, you cannot write changed data from a
CDC source to a Google BigQuery V2 target.
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e When you capture changed data from a CDC source and the Google BigQuery V2 target contains a
repeated column of the Record data type, the mapping fails.

Upsert task operation

When you perform an upsert operation on a Google BigQuery target, you must configure the upsert fields for
the target table. You can use an ID field for standard objects. Ensure that you include the upsert field in the
field mappings for the task.

Rules and Guidelines

Consider the following rules and guidelines when you perform an upsert operation on a Google BigQuery
target without using Merge query:

¢ You cannot use the streaming mode to write data to a Google BigQuery target.

e When you configure a Google BigQuery V2 connection to use simple or hybrid connection mode, you
cannot configure upsert operations for columns of the Record data type and repeated columns.

e When you perform an upsert operation on a Google BigQuery target and if multiple incoming rows attempt
to update the same target row, ensure that you select the Disable Duplicate Update Rows and the Enable
Merge target advanced property.

Using Merge query for update, upsert, and delete operations

You can implement the Merge query to perform the following operations on a Google BigQuery target:
e Update

e Upsert

e Delete

To implement Merge query, select the Enable Merge option in the advanced target properties.

Rules and Guidelines

Consider the following rules and guidelines when you use Merge query:

¢ When you configure a Google BigQuery V2 connection to use simple and select CSV as the staging file
format, the Google BigQuery target table must not contain columns of record data type.

¢ When you configure a Google BigQuery V2 connection to use simple, the Google BigQuery target table
must not contain repeated columns.

¢ When you configure a Google BigQuery V2 connection to use hybrid connection mode, the Google
BigQuery target table must not contain repeated column as a key field.

Data driven operation for mappings

When you flag rows for an insert, update, delete, or reject operation based on the data driven condition for a
Google BigQuery target in a mapping, you must select the Enable Data Driven and Enable Merge properties.

Rules and Guidelines

Consider the following rules and guidelines when you perform a data driven operation on a Google BigQuery
target:

e You cannot parameterize the target connection or object.

¢ You cannot use the Google BigQuery V2 connection in complex mode.
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e Ensure that you do not specify a column of Record data type, repeated columns, or Record data type with
repeated columns in the data driven condition.

e When you use a Google BigQuery connection in simple mode, ensure that you do not specify a column of
Byte, Record data type, or repeated columns in the data driven condition.

* When you use a Google BigQuery connection in hybrid mode, ensure that you do not specify a column of
Byte, Record data type with repeated columns, or Primitive data type with repeated columns in the data
driven condition.

* When you define the DD_UPDATE constant in the data driven condition, ensure that there are no null
values in the update column.

e When you use the DD_REJECT constant in the data driven condition to reject all the rows, ensure that you
have selected the Persist Staging File After Loading advanced target property.

e Ensure that the target table is not an external table.

¢ When you use the Google BigQuery V2 connection in simple connection mode and specify an update
column of record data type with nested fields, you must ensure that you select JSON as the staging file
format.

¢ You need to specify a condition for a data driven operation. If you keep the condition field empty, the
mapping fails.

e You cannot use Disable Duplicate Update Rows target advanced property to perform a data driven
operation.

Determine the order of processing for multiple targets
You can configure a mapping to write to multiple targets in a single pipeline, with each target configured for

any write operation. The order of the target operation is not deterministic.

However, if you want to process the target operations to process in a specific order such as delete, update,
and insert, you need to set certain properties in the Secure Agent and in the task properties.

Set -DEnableSingleCommit=true in the Secure Agent properties

Perform the following tasks to set the property for the Secure Agent:

1. Open Administrator and select Runtime Environments.

2. Select the Secure Agent for which you want to set the property.

3. On the upper-right corner of the page, click Edit.

4. Inthe System Configuration Details section, select the Type as DTM for the Data Integration Service.
5

Edit the JVM options and set the property to -DEnableSingleCommit=true.

Set the EnableSingleCommit property in the task properties
Perform the following tasks to set the property in the task:

1. On the Schedule tab in the mapping task properties, navigate to the Advanced Session Properties
section.
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2. From the Session Property Name list, select Custom Properties, and set the Session Property Value to
Yes.

Advanced Session Properties

Session Property Maome Session Property Value
Custom Froperties EnableSingleCommimYas

Process SQL queries using an SQL transformation

You can configure an SQL transformation to process SQL queries and stored procedures midstream in a
Google BigQuery V2 mapping.

When you add an SQL transformation to the mapping, on the SQL tab, you define the database connection
and the type of SQL that the transformation processes.

When you call a stored procedure in an SQL transformation, you can use a connected SQL transformation.
The transformation is connected to the mapping pipeline.

The SQL transformation can process the following types of SQL statements:
Stored procedure

You can configure an SQL transformation to call a stored procedure in Google BigQuery. The stored

procedure must exist in the Google BigQuery database before you create the SQL transformation. When

the SQL transformation processes a stored procedure, it passes input parameters to the stored

procedure. The stored procedure passes the return value to the output fields of the transformation. You

can also configure the SQL transformation to generate one output row for each input row.

Properties  Preview B sal

General Connection: Auto_GBGv2_Hybrid ~ View... Few Conneclion... Iew Parameter...

Incoming Fields SQlType: Stored Procedure v

Stored Procedure:

sal StoredProc_Dataset/IntegerProcedurs Select...
Descripfion: IntegerProcedure

Input Fields

Field Mapping

Qutput Fields

Advanced

Process SQL queries using an SQL transformation
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SQL Query

You must use a standard SQL to define the entered SQL query. The SQL transformation processes the
query and returns the rows. The SQL transformation also returns any errors that occur from the
underlying database or if there is an error in the user syntax to the SQLError output field.

Properties  Preview B sal

General Connaction: Auto_GBQv2_Simple v View... MNew Connection... New Parameler...
Incoming Fields SQlType SQL Query v

saL Query Type: | Entered Query .

Field Mapping ¥ Query

Output Fields Fields Parameters Query” Format SQLL T
Advanced Fid_String

Fld_lnteger
Fld_Float

Fld_Boolean

Fld_Timestamp
Fd_Date
Fld_Time

Fld_DateTime

Define multiple entered queries in an SQL transformation separated by a semicolon ().
Note: Saved query type is not applicable.

For more information about SQL queries and stored procedures, see Transformations in the Data Integration
help.

Configuring an SQL transformation

You can configure a SQL transformation to process a stored procedure on the SQL tab of the SQL
transformation.

This example lists the tasks required to configure an SQL transformation that calls a stored procedure in
Google BigQuery.

Your mapping includes user IDs in the data flow. You want to include user names in addition to user IDs. You
have a stored procedure that matches user IDs with user names in the database. You add an SQL
transformation to your mapping, select the stored procedure, and map the userld incoming field with the
userld input field in the stored procedure. Add a SQL transformation in a Google BigQuery mapping.

You check the Output Fields tab for the SQL transformation to confirm that it includes the username field.
When you run the mapping, the username value is returned with the user ID.

Source SGL Target

>—Te >—De

Perform the following tasks in the SQL transformation:
1. Enter a name and description for the SQL transformation.
2. Inthe Incoming Fields tab, define field rules that determine the data to include in the transformation.

3. Inthe Properties panel of the SQL transformation, click the SQL tab.
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4.

5.

6.

In the SQL tab, perform the following tasks:

a. Select the connection to the database.

You can select the connection or use a parameter.

b. Set the SQL type to Stored Procedure.

c. Click Select to select the stored procedure from the database, or enter the exact name of the stored

procedure to call.

The stored procedure name is case-sensitive.

Note: If you add a new stored procedure to the database while you have the mapping open, the new
stored procedure does not appear in the list of available stored procedures. To refresh the list, close

and reopen the mapping.

The following image shows the configured SQL transformation properties:

Properties  Preview saL

General Connection: Auto_GBGN2_Hybrid

5QL Type:
Incoming Fields Bt Stored Procedure

saL Stored Procedure: StoredProc_Dataset/IntegerProcedurs
Descripfion: IntegerProcedure

Input Fields
Field Mapping
Output Fields

Advanced

Viewe.. MNew Connection... MNew Parameter...

Select...

In the Field Mapping tab, specify how to map incoming fields to the input fields of the selected stored

procedure.

Define advanced properties for the transformation according to your requirement.

To configure an SQL transformation using the SQL type as SQL entered query, see Transformations in the
Data Integration help.

Using a parameterized connection in an SQL transformation

You can parameterize a Google BigQuery V2 connection in an SQL transformation.

To parameterize an entered SQL query or a stored procedure in an SQL transformation midstream in a Google
BigQuery V2 mapping, perform the following steps:

1.

2
3.
4

On the SQL tab, select a Google BigQuery V2 connection without a parameter.

Select Stored Procedure or SQL Query as the SQL Type.

Select a stored procedure in Google BigQuery or define an entered query in the SQL editor.

Change the connection for the SQL transformation to a parameterized Google BigQuery V2 connection.

Rules and guidelines for SQL transformation

Consider the following rules and guidelines when you configure an SQL transformation in mappings:

You can only configure a connected SQL transformation with Google BigQuery V2 Connector.

When you configure an SQL transformation and configure an output field, record data type is not
applicable for Google BigQuery V2 Connector.
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* When you configure a SQL transformation to call stored procedures or entered query, columns of Record
data type and repeated columns are not applicable.

e You cannot call a stored procedure from an entered query.

* When you configure an SQL transformation to process an entered query, the following properties are not
applicable:

- Inout and input parameters
- Auto commit

- Transformation scope

- Stop on error

- Continue on SQL Error within Row

Configure unique staging object names for
concurrent mappings
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When you run concurrent mappings to read data from or write data to Google BigQuery using staging mode,
you can configure the mapping to create staging objects with unique names.

Google BigQuery V2 Connector creates the following staging objects based on how you configure the
mapping:

e Staging tables
e Staging files
e Staging views

To create staging objects with unique names for concurrent mappings, you must configure the following
properties in the Google BigQuery V2 connection:

Connection Property Value
Optional Properties Required
Provide Optional Properties RandomizeStagingObjectNames:true

Google BigQuery V2 Connector uses the following naming conventions to create unique names for the
staging objects based on how you configure the mapping:

Mapping Configuration Staging Object Type | Staging Object Name Format

Custom Query and SQL Override Temporary staging <Informatica_Prefix>_temp_view_for_metadata_

view for metadata <TimestampUptoMilliseconds>_<UUID>
import

Custom Query and SQL Override Staging view for <Informatica_Prefix>_View_
runtime

<TimestampUptoMilliseconds>_<UUID>

Chapter 4: Mappings for Google BigQuery V2




Mapping Configuration

Staging Object Type

Staging Object Name Format

Staging Read Mode

Staging table

<Informatica_Prefix>_<SourceTableName>_
<PartitionID'>_E_<TimestampUptoMilliseconds>_
<UuID>

Staging Read Mode with Custom Query Staging view <Informatica_Prefix>_View_Table_Name_

and SQL Override <PartitionID'>_E_<TimestampUptoMilliseconds>_
<UuID>

Staging Read Mode with Staging File Staging File <StagingFileName>_<PartitionID">

Name for CSV, JSON, Avro, or Parquet

format

Staging Read Mode with CSV, JSON, Staging File <Informatica_Prefix>_StgF_

Avro, or Parquet format without
specifying the Staging File Name
property

<TimestampUptoMilliseconds>_ <UUID>
<PartitionID">.<FileExtension>

Update, Upsert, Delete, or Data Driven
operations on a Google BigQuery target

Staging table

<Informatica_Prefix>_<TargetTableName>_
<PartitionID'>_T_<TimestampUptoMilliseconds>_
<UuID>

Lookup

Staging table

<Informatica_Prefix>_LKP_<SourceTableName>_
_E_<TimestampUptoMilliseconds>_
<UUID>_<TablelDIncrement>

Lookup with CSV, JSON, Avro, or Parquet
staging file format without specifying the
Staging File Name property

Staging file

<Informatica_Prefix>_StgF_
<TimestampUptoMilliseconds>_ <UUID>
<StagingFilelncrement>.<FileExtension>

Pushdown optimization with Google
Cloud Storage source and Google
BigQuery target

Staging table

<Informatica_Prefix>_<TargetTableName>_
PDO_<TimestampUptoMilliseconds>_
<uuID>

Pushdown optimization with Google
BigQuery source and target

Staging table

<Informatica_Prefix>_<TargetTableName>_
PDO_<TimestampUptoMilliseconds>_
<uuID>

Pushdown optimization with Google
BigQuery source and target

Temporary views for
custom query and
SQL override

<Informatica_Prefix>_View_PDO_
<TimestampUptoMilliseconds>_<UUID>

"Applies only when you configure partitions.

UUID represents an Unique Universal Identifier string.

If you select the Persist Extract Staging File After Download source advanced property or the Persist Staging
File After Loading target advanced property, Google BigQuery V2 Connector appends "P" to the end of the

<Informatica_Prefix>.

For example when you use Staging Read Mode and select the Persist Extract Staging File After Download
source advanced property, Google BigQuery V2 Connector uses the following format for the staging table

name:

Configure unique staging object names for concurrent mappings
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<Informatica Prefix>P <SourceTableName> <PartitionID'> E <TimestampUptoMilliseconds> <UUID>

If you cancel a job, Google BigQuery V2 Connector deletes the staging object for the following mapping
configurations:

e Staging or direct read mode

e Bulk write mode

e Staging read mode and bulk write Mode with staging file name for CSV, JSON, Avro, or Parquet format
e Custom query

e SQL override

e Update, upsert, delete, or data driven operations on a Google BigQuery target

Rules and Guidelines for mapping and mapping tasks

Certain rules and guidelines apply when you configure a mapping and mapping tasks.
Sources and targets

When you configure a Google BigQuery source or Google BigQuery target, adhere to the following
guidelines:

o When you write large datasets to a Google BigQuery target, increase the Java heap size in the JVM
options for type DTM. Set JVMOption3 to -Xms1024m and JVMOption4 to -Xmx4096m in the System
Configuration Details section of the Secure Agent and restart the Secure Agent.

e When you use the Hosted Agent as the runtime environment in a mapping task and use a Hierarchy
Builder or Hierarchy Parser transformation in a mapping, you must specify a storage path in Google
Cloud Storage in the Schema Definition File Path field under the connection properties. You can then
download the sample schema definition file for the Google BigQuery table from the specified storage
path in Google Cloud Storage to a local machine.

e Ensure that there is no blank space before you specify the staging directory for the Local Stage File
Directory property for Google BigQuery source or target. Otherwise, the mapping fails.

¢ If a Google BigQuery source contains the DATE, DATETIME, TIME, or TIMESTAMP data types and you
create a Google BigQuery target at run time, the Secure Agent writes TIMESTAMP data to the target.

e When you read JSON data from a MongoDB source table and write data to a column of Record data
type in a Google BigQuery target table, you must specify a explicit value for columns that contain _id
in the column name. Otherwise, the task fails with the following error:

[ERROR] The [LOAD] job failed with the error - [JSON parsing error in row starting at
position 0:

e When you use a Google BigQuery V2 connection in simple mode and enable the Use Legacy SQL For
SQL Override advanced source property, you can only map a single field of repeated data type.

¢ When you use a Google BigQuery V2 connection in simple mode and configure an advanced data
filter condition, ensure that you specify only the column name for the WHERE clause.
For example, use the following format for the WHERE clause:

SELECT <coll>, <col2> FROM ‘"<projectID>.<datasetID>.<tableName>  WHERE
<col2>="'<value>'

¢ When you use a Google BigQuery V2 connection in hybrid mode or complex mode, you must not
specify a legacy SQL query for the SQL Override Query property. You must clear the Use Legacy SQL
For SQL Override advanced source property. Otherwise, the mapping fails.
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When you use a Google BigQuery V2 connection in simple mode and enable the Use Legacy SQL For
Custom Query connection property to define a custom query to read data from a Google BigQuery
materialized view, the Secure Agent fails to read the materialized view.

When you use a Google BigQuery V2 connection in simple mode and read data from a Google
BigQuery materialized view as a single source object, you must clear the Use Legacy SQL For Custom
Query option in the Google BigQuery V2 connection. Otherwise, the Secure Agent fails to read the
materialized view.

When you specify a custom query to read data from Google BigQuery and the source table contains
functions as columns, you must specify the alias name for the function.

If you specify an SQL override query and configure data filters, the mapping runs successfully but the
Secure Agent does not consider the filter conditions.

When you use Create New at Runtime to write data to Google BigQuery, the mapping task creates the

physical target based on the fields from the upstream transformation in the initial run. But later if you

delete the created target table and re-run the mapping task, the Secure Agent fails to create the target
table.

When you use Create New at Runtime to write data to Google BigQuery and the source column name
contains special characters, the task fails to create the target table.

When you perform an update, upsert, or delete operation on a Google BigQuery target without using
Merge query and the dataset name, table name, or both starts with a number, the mapping fails. To
run the mapping successfully, set the AllowQuotedldentifier:true custom property in the Provide
Optional Properties connection property.

When you read null and blank values from a Google BigQuery source in CSV format and perform
update operation on a Google BigQuery target, the null values are written as empty strings without
quotes and the blank values are written as empty strings with quotes. To treat null values from the
Google BigQuery source as null values in the Google BigQuery target, set the
ReadNullAsNullCSVStaging:true custom property in the Provide Optional Properties connection
property.

When you specify a project name, dataset name, or table name in a Google BigQuery V2 mapping,
ensure that you do not use reserved keywords.

When you configure a Google BigQuery target and set the Data Format of the staging file to Avro,
ensure that you do not map fields of DateTime data type.

When you configure a Google BigQuery target and set the Data Format of the staging file to Parquet,
ensure that you do not map fields of Time and DateTime data type.

When you configure a Google BigQuery target and provide DestinationTable as any existing table in
the Pre SQL Configuration and Post SQL Configuration, use Write Disposition as Write append or
Write truncate. Otherwise, the mapping fails.

When you run a mapping to read data of timestamp data type from a Google BigQuery source object,
incorrect values are written to the target for certain timestamp values.

When you configure a mapping to read or write data of Record data type with nested fields, ensure
that the nested fields do not have the same names.

When you set the Data Format of the staging file to Parquet and specify a Google BigQuery dataset
name in the Source Staging Dataset source advanced property or Target Staging Dataset target
advanced property to override the Staging Dataset Name connection property, ensure that you have
the required Google Cloud Storage bucket permission to read data from or write data to Google
BigQuery successfully from the staging file in Google Cloud Storage.
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When you configure the Staging Dataset connection property and create a new target at runtime,
ensure that the Google BigQuery dataset where you want to create the target table has the required
permission to create the target successfully.

When a Google BigQuery source contains columns with the REQUIRED constraint and you use Create
New at Runtime to write data, the columns are created with the NULLABLE constraint in the target
table.

When you read data from a column of BigNumeric data type, ensure that you do not select the Avro
staging file format. When you write data to a column of BigNumeric data type, ensure that you do not
select the Avro or Parquet staging file format.

When you read data from a column of BigNumeric data type, you cannot specify data filters when you
use a Google BigQuery connection in simple or complex mode.

To pass a column of BigNumeric data type from a Google BigQuery source to a Filter transformation,
you must pass the data through an Expression transformation and convert the column to Decimal
data type using the TO_DECIMAL() function and map the results to the Filter transformation. Ensure
that you specify the precision of 28 and scale of 9.

When you configure the Billing Project ID source advanced properties and if you configure a SQL
override, pre-SQL query, or post-SQL query for the Google BigQuery source, you must specify the
Project ID value specified in the Google BigQuery V2 connection when you define the query.

When you configure the Billing Project ID source advanced properties, you cannot read data from
multiple source objects.

When you configure the Billing Project ID target advanced properties, you cannot write data to a
Google BigQuery target in CDC mode.

When you specify the Billing Project ID in the source and target advanced properties and run the
mapping, few connector calls appear in the Connection project. However, billing occurs only in the
Billing project.

When you use $$$SESSSTARTTIME variable in a custom query, the variable returns the session start

time as a string value. Use the following syntax to convert the string values to timestamp or datetime:

®SELECT PARSE TIMESTAMP ('$m/%d/%Y %H:%M:%E6S', '$$SSESSSTARTTIME' ) as timestamp
--2022-10-06 18:53:28 UTIC

®SELECT cast (substr(cast ('$$$SSESSSTARTTIME' as string),0,19) as datetime FORMAT
'MM/DD/YYYY HH24:MI:SS') as datetime;

®SELECT cast (substr(cast('$$SSESSSTARTTIME' as string),0,19) as timestamp FORMAT
'MM/DD/YYYY HH24:MI:SS') as timestamp;

When you use SESSSTARTTIME variable in an Expression transformation, the variable returns the
session start time as datetime data type.

The Filter transformation uses system variable as SESSSTARTTIME.

The Expression transformation uses system variable as SESSSTARTTIME.

When you use SESSSTARTTIME variable in a custom query without casting and if the source datatype
for SESSSTARTTIME is string, you might see difference in data format when you compare a mapping
that runs with full pushdown optimization and a mapping that runs without pushdown optimization.
For example, SESSSTARTTIME returns DateTime value in the MM/DD/YYYY HH24:MI:SS format when a
mapping runs with full pushdown optimization. When you run the same mapping without pushdown
optimization, SESSSTARTTIME appends additional zeroes to the return value, MM/DD/YYYY
HH24:MI:SS.000000.

When you run a mapping without pushdown optimization, you must use only the columns which are
mapped in the Update Column field.
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You must select is expression variable in-out parameter property to read a parameter value as an
expression in a Filter transformation in non-pushdown optimization mode.

Lookup transformation

When you configure a Google BigQuery lookup, adhere to the following guidelines:

If you specify an SQL override query in a Lookup transformation and configure the Multiple Matches
property to Return first row or Return last row, the mapping fails. If you configure the Multiple
Matches property to Return any row, Return all rows, or Report error, the Secure Agent displays an
error message.

When you use a Google BigQuery V2 connection in hybrid mode in a Lookup transformation, you
cannot configure a lookup condition for fields of bytes, boolean, record, or repeated data types.

When you specify a custom query to import a lookup table, you cannot configure an uncached lookup.

When you use a Google BigQuery V2 connection in simple mode in a Lookup transformation, you
cannot configure a lookup condition for fields of numeric, date, or datetime data types.

You must set the On Multiple Matches property to Report Error when you use a dynamic lookup
cache. To reset the property, change the dynamic lookup to a static lookup, change the property, and
then change the static lookup to a dynamic lookup.

When you configure a lookup transformation to read data from a column DataTime data type from a
Google BigQuery source, ensure that the year value is lesser than 2200. Otherwise, the lookup returns
null value.

When you configure a Lookup transformation and you specify a column of Float data type in the
lookup condition, the Secure Agent fails to match and return the NaN values.

If you configure an uncached Lookup transformation to look up data from a Google BigQuery source
and the source contains a column of DateTime or Timestamp data type, the mapping fails for certain
values with the following error:

java.lang.RuntimeException: Invalid expression string for filter condition.

If you configure an uncached Lookup transformation to look up data from a Google BigQuery source,
ensure that a source column does not contain a NULL value in the first row. Otherwise, the mapping
fails.

If the source contains a NULL value in any other rows of the column, the mapping considers the filter
condition for the previous row. This results in data duplication in the lookup table.

If you configure an uncached Lookup transformation to look up data from a Google BigQuery source,
ensure that the lookup table name does not begin with a number.

If you configure an uncached Lookup transformation to look up data from a Google BigQuery source,
ensure that the lookup condition does not contain a field of the byte data type. Otherwise, the
mapping fails with the following error:

[ERROR] com.informatica.cci.cloud.client.impl.CCIClientExceptionImpl: Invalid

expression string for filter condition.

If you configure an uncached Lookup transformation to look up data from a Google BigQuery source,
ensure that the lookup condition does not contain a field of the numeric data type. Otherwise, the
mapping fails with the following error:

[ERROR] java.lang.NumberFormatException

When you configure an uncached lookup transformation to read BigNumeric data from a Google
BigQuery source and use a Google BigQuery V2 connection in hybrid mode, ensure that all the
following conditions are not true:

- You have configured staging mode to read data from the lookup object.
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- You have configured CSV or JSON as the data format of the staging file.
- You have configured an advanced lookup filter on the column of BigNumeric data type.
Otherwise, the mapping fails.

e When configuring an uncached Lookup transformation, map the lookup ports to the target. Otherwise,
the mapping fails with the following error:

[ERROR] No ports are mapped from lookup transformation. Please map a port for uncached
lookup to work.

Troubleshooting a mapping task

82

Error occurs even though the task runs successfully.

When you parameterize a mapping task and select a Google BigQuery connection in hybrid mode or
complex mode, the following error message appears even though the task runs successfully:

Internal Error: Adapter InitDataSession failed.

Workaround: Ignore the error message.

Job fails when you configure an advanced filter condition.

When you configure an advanced filter condition and run a mapping, the mapping fails with the following
error:

[ERROR] The [QUERY] job failed with the following error: [Field 'TableName.FldName' not
found in table 'DatasetName.TableName'.]

Workaround: Remove the table name prefix from the field name in the filter condition and run the
mapping.

Job fails when you specify a custom query usng legacy SQL and the field names of a record data type and a primitive
data type.

When you configure a Google BigQuery V2 connection in simple mode and enable Use Legacy SQL For
Custom Query, the mapping fails if the field names of a record data type and a primitive data type are
same.

Workaround: Unselect Use Legacy SQL For Custom Query and run the mapping.
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APPENDIX A

Data type reference

Data Integration uses the following data types in mappings and mapping tasks with Google BigQuery:
Google BigQuery native data types

Google BigQuery data types appear in the Fields tab for Source and Target transformations when you
choose to edit metadata for the fields.

Transformation data types

Set of data types that appear in the transformations. They are internal data types based on ANSI SQL-92
generic data types, which the Secure Agent uses to move data across platforms. Transformation data
types appear in all transformations in a mapping.

When Data Integration reads source data, it converts the native data types to the comparable
transformation data types before transforming the data. When Data Integration writes to a target, it
converts the transformation data types to the comparable native data types.

Google BigQuery V2 and transformation data types

The following table describes the data types that Data Integration supports for Google BigQuery sources and
targets:

Google BigQuery | Transformation Data | Range and Description for the Transformation Data Type

Data Type Type

BOOLEAN String Boolean True or False values.
Default precision is 5.

BIGNUMERIC String 1to 104,857,600 characters
Default precision is 255. You can increase the value up to 104857600
characters.

DATE’ Date/Time Date values. Google BigQuery Connector uses the following format:

YYYY-[M]M-[D]D
Minimum value: 0001-01-01
Maximum value: 9999-12-31
Precision 29, scale 9
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Google BigQuery | Transformation Data | Range and Description for the Transformation Data Type

Data Type Type

DATETIME" Date/Time Google BigQuery Connector uses the following format:
YYYY-[M]M-[D]D[( |T)[H]H:[M]M:[S]S[.DDDDDD]]
Minimum value: 0001-01-01 00:00:00
Maximum value: 9999-12-31 23:59:59.999999
Default precision 29, scale 9

FLOAT Double Precision 15, scale 0

INTEGER Biglnt -9,223,372,036,854,775,808 t0 9,223,372,036,854,775,807
Precision 19, scale 0

RECORD String 1to 104,857,600 characters
Default precision is 255. You can increase the value up to 104857600
characters.

NUMERIC Decimal -9.9999999999999999999999999999999999999E+29 to
9.9999999999999999999999999999999999999+29
Default precision 28, scale 9
Maximum precision of 29.

STRING String 1to 104,857,600 characters
Default precision is 255. You can increase the value up to 104857600
characters.
Note: If you enable the optional connection property
SupportParameterisedDatatype, you can use the string column
precision that is defined in Google BigQuery when you import the
metadata. If the precision defined in Google BigQuery is higher than
104857600 characters during the metadata import, then the precision
is updated to 104857600 characters.

BYTE Bytes 1t0 104,857,600 bytes

TIME? Date/Time Time values. Google BigQuery Connector uses the following format:
[H]H: [M]M:[S]S[.DDDDDD]
Minimum value: 00:00:00
Maximum value: 23:59:59.999999
Precision 29, scale 9

TIMESTAMP? Date/Time Google BigQuery Connector uses the following format:
YYYY-[M]M-[D]D[( |T)[H]H:[M]M:[S]S[.DDDDDD]] [time
zone]
Minimum value: 0001-01-01 00:00:00
Maximum value: 9999-12-31 23:59:59.999999 UTC
Precision 29, scale 9

INT642 Bigint -9,223,372,036,854,775,808 t0 9,223,372,036,854,775,807
Precision 19, scale 0

FLOAT642 Double Precision 15, scale 0
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Google BigQuery

Transformation Data

Range and Description for the Transformation Data Type

Data Type Type

BOOL? String Boolean True or False values.
Default precision is 5.

'where

- YYYY represents four-digit year
M]M represents one or two digit month
D]D represents one or two digit day

| T) represents a space or a T separator

M] M represents one or two digit minutes (valid values from 00 to 59)
S1s represents one or two digit seconds (valid values from 00 to 59)
.DDDDDD] : represents microseconds upto six fractional digits.

[
[
(
[H]H represents one or two digit hour (valid values from 00 to 23)
[
[
[
[

time zone] represents the time zone. Default time zone is UTC.
2Applies only to SQL transformation.

Google BigQuery V2 and transformation data types
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